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Abstract: The high polarizability of halide anions affects,
in aqueous solutions, many phenomena ranging from
hydrogen bond dynamics to water interfaces’ structure. In
this Letter dipolar interactions of halides in water are
investigated through Car-Parrinello Molecular Dynamics
simulations. Contrary to previous studies, a different
polarization of first and second hydration shell water
molecules is found. The analysis hints that existing clas-
sical polarizable force fields lack a description of short-
range interactions which causes an overestimation of
polarization effects.

I. Introduction
It is widely accepted that molecular polarization affects many
properties shown by inhomogeneous systems. In particular, in
ionic solutions, although dipolar interactions decay faster than
coulomb interactions, they are considered to be responsible for
macroscopic properties in the bulk phase and at interfaces.1-13

In spite of its importance, there are few simulation studies
available where the features of polarizable interaction are studied
in detail.14-20 This task is currently pursued in our group. To
this end, reference data to compare with are needed. In particular
ab initio calculations are the only source for defining the
electrostatic properties of halide-water solutions. Recently, ab
initio MD simulations21 of halide anions dissolved in water have
been performed by a few authors.2,22-27 Most of them made
use of Car-Parrinello Molecular Dynamics for the whole
systems, except for ref 26, where the ion was described quantum

chemically with a self-consistent field model, while the solvent
molecules were described classically (including many body
effects). A mixed DFT/MM Monte Carlo approach for studying
the bromide ion in water has also been used by Tuñon et al.28

The above studies focus mainly on the structure of the first
solvation shell and on its dynamics. Electrostatic properties are
usually not considered or they are just mentioned; to our
knowledge there is not a systematic comparison of electrostatic
properties of halide anions in water solution. We are aware only
of the study of Krekeler et al.,29 who performed first principle
density functional calculations to look into the properties of
small [X(H2O)n]- clusters (n ) 1,2,...,6), X being fluoride,
chloride or iodide. They found that, as the number of water
molecules increases, molecular polarization is determined by
water-water interactions rather than by ion-water interactions;
in fact, in their calculations the dipole moments of first shell
molecules tend to the same value of bulk water. This conclusion
led them to support the use of nonpolarizable classical force
fields, contrary to what is suggested by many authors. While,
on the one hand, it is true that the dipole moment of water
molecules in the solvation shells is closer to that of bulk water
rather than to that of gas phase clusters with small n, on the
other hand, it should be considered that the hydration shell is a
dynamical entity, which changes in time causing the instanta-
neous induced dipoles to be much different than in the bulk. It
would be impossible to model such dynamic response to the
change in the solvation environment by using simple nonpo-
larizable force fields (Vide infra). Furthermore, to study the
influence of the ion on all solvation shells, larger systems should
be considered. In the present work, in order to have an insight
on polarizable interactions beyond the second solvation shell,
we have carried out a study of electrostatic properties of halide
anions dissolved in 96 water molecules by employing
Car-Parrinello MD simulations. These simulations are meant
to be a reference for future comparisons with polarizable
classical force fields. In this contribution the contents are
organized as follows: in the next section we present the details
of our calculations; then, the electrostatic properties of the ion
and of the water molecules belonging to different solvation shells
are discussed in section III. Finally our conclusions are briefly
summarized in the last section.

II. Computational Details
Ab initio MD simulations were performed using the Car-
Parrinello (CP)30 scheme for propagating the wave functions
and the ionic configurations as implemented in the CPMD
package.31 In the present study we have used dispersion-
corrected atom-centered pseudopotentials (DCACPs)32,33 in* Corresponding author e-mail: marco.masia@uniss.it.
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the Troullier-Martins35 format for oxygen and hydrogen. It
has been recently shown that DCACPs are successful in
accounting for London dispersion forces and that they are
capable of faithfully reproducing many dynamical and
structural properties of water.33 For halides, since these kinds
of pseudopotentials are still under development,34 we have
used norm-conserving Goedecker pseudopotentials.36-38 The
BLYP density functional39,40 was used for the electronic
strycture calculations. The cutoff for the wave function was
set to 80 Ry, the time step was set to 4 au, and the fictitious
mass for the orbital was chosen to be 400 amu The length of
the cubic simulation box was computed in order to get a total
density of 1 g cm-3. Periodic boundary conditions were
applied. Production runs of 15 ps in the microcanonical
ensemble followed NVT equilibration runs of 3 ps where
the temperature was set to 330 K; the initial configurations
were generated with classical molecular dynamics simulations
of 200 ps. The same procedure has been applied to simulate
pure water (96 molecules).

Every five time steps, the Wannier centers’41,42 coordinates
rj(t) were computed; in this way, given the ionic coordinates
Ri(t), the dipole moment of a molecule (or of the anion) I were
obtained as

with Qi and qj being respectively the charge of the ith ion and
of the jth Wannier center.

III. Results and Discussion
Radial distribution functions between the anions and the water
center of mass are shown in Figure 1. First and second hydration
shells can be clearly devised for all ions. It could be appreciated
that the radius of the first shell increases in the group (RF- )
3.32 Å, RCl- ) 3.90 Å, RBr- ) 3.90 Å, RI- ) 4.36 Å) as well
as the hydration number (NF- ) 4.9, NCl- ) 6.5, NBr- ) 6.5,
NI- ) 8.5), in agreement with previous results. A deeper study
of the structural properties and of water dynamics in these
systems will be presented in a short coming full paper. Here
we focus on the electrostatic properties within each hydration
shell.

In Table I the average values of the ion and water dipole
moments are shown. It can be clearly seen that, as the ion
polarizability43 increases, the average dipole moment increases
as well. This is what was expected and what was found with
previous ab initio calculations at condensed phase. The calcula-

tions of Öhrn and Karlström26 give the same value of ours for
chloride, while, for fluoride, the induced dipole moment is the
double of what we get. For bromide, Tuñon et al.,28 with DFT/
MM Monte Carlo calculations, found a value five times lower
than ours. We believe that the disagreement between our results
and the above cited studies is due to the treatment of the solvent
with classical models which could not faithfully describe the
polarizable feedback between water molecules and the anion.
This is supported by the comparison with previous Car-
Parrinello MD simulations,22-25 where also the solvent is treated
at the same quantum chemical level as the anion; in Table I it
can be seen that the average values for the anion are similar to
previous ab initio simulations (with a maximum difference of
ca. 0.1 D). In our calculations we get a smaller standard
deviation (which was calculated with the proper methods for
correlated data sets);44 it is probably due to the fact that we
performed longer simulations (gathering much more configura-
tions to average over) and that the system size is larger, which
causes the amplitude of fluctuations to be lower.

If the dipole moments of the first and second hydration shells
are considered, our data are still in fair agreement with previous
ab initio simulations, the bigger differences being due to the
different treatment of the electronic structure calculations in our
simulations (see discussion on DCACPs in section II). In passing
we should mention that the dipole moment obtained for pure
water is 2.96 ( 0.30 D, in agreement with previous ab initio
simulations of Silvestrelli and Parrinello42 (who obtained µ )
2.95 D).45 Even if all the values for the solvation shell water
molecules are within the error, it should be pointed out that, in
our calculations, there are always differences of ca. 0.1 D
between the average dipole moments of the first and of the
second solvation shell (the latter being very close to the bulk
water dipole moment). Such a trend was not observed in
previous simulations, probably because of the lower accuracy
in the statistics (see above). In this aspect our work is the first
where a different polarization of first and second hydration shell
molecules in water-halide solutions has been found. Although
such a difference in the water polarization is not that big if
related to the total dipole moment (only a 3%), it should be
noted that it constitutes approximately 10% of the induced dipole
moment, which is due to the balance of the electrostatic
interactions with the ion and with other water molecules. The
difference in the induced dipole moment might be due to the
fact that the negative charge on the ion is somewhat screened

Figure 1. Radial distribution function between the ion and
the water center of mass.
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Table I. Average Dipole Moments and Their Standard
Deviations for the Ion and First and Second Shell
Moleculesa

ion 〈µ〉 (σµ) first shell 〈µ〉 (σµ) second shell 〈µ〉 (σµ)

water-F- 0.42 (0.18) 3.04 (0.31) 2.96 (0.30)
ref 25 0.39 3.07 (0.30) 3.10 (0.30)
ref 26 0.19 (0.06) -- --
water-Cl- 0.82 (0.32) 2.87 (0.27) 2.95 (0.29)
ref 23 1.00 3.14 (0.57) 3.15 (0.65)
ref 26 0.89 (0.36) -- --
ref 27 -- 3.07 3.07
water-Br - 1.02 (0.40) 2.87 (0.27) 2.98 (0.29)
ref 22 0.9 (0.8) 2.9 2.9
ref 28 0.21 -- --
water-I- 1.21 (0.51) 2.83 (0.27) 2.92 (0.29)
ref 24 1.3 (1.1) 3.0 (0.6) 3.0 (0.6)

a Units: Debye.
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by the first shell molecules, causing second shell molecules to
be less polarized. Similar results were recently obtained with
Car-Parrinello MD simulations of water-cation solutions (the
cations being K+ and Ca2+).48

A feature which particularly strikes one’s attention is the
different polarization of first shell molecules in the fluoride-water
system. While in the case of chloride, bromide, and iodide the
average dipole moment of first shell water molecules is ca. 2.85
D, i.e. 0.1 D lower than bulk water, in the case of fluoride, the
dipole moment is ca. 0.2 D higher. The difference could be
better appreciated from an inspection of the probability distribu-
tion functions (PDFs) for the first shell molecules in each system
considered (Figure 2). The different response of water molecules
in the first solvation shell of fluoride was previously observed
in small water-halide clusters with Car-Parrinello MD simula-
tions (see Figure 3(c) of ref 29); in fact for a small number of
water molecules, the induced dipole moment is higher than for
other halides. Since the values converge for 4 and 5 water
molecules the authors concluded that, adding more molecules,
would only cause the dipole moment to be the same as in the
bulk. It should be considered that the first hydration shell of
halide anions contains more than five water molecules; more-
over, for each cluster, only one configuration was studied. Since
the solvation shell is a dynamical entity, where both the structure
and the hydration number fluctuate, we believe that the above
clusters cannot be considered as representative samples of
the first solvation shell. The difference in the behavior of the
fluoride solution with respect to the solution of the other anions
could be ascribed to the low polarizability of F-. To better
understand this point it is useful to compare the PDFs of the
ionic dipole moments as shown in Figure 3. First of all it can
be noticed that the PDFs extend for more than 3 D for the most

polarizable ions; on the other hand, the fluoride’s PDF tail is
slightly higher than 1 D. If one considers that fluoride is not as
polarized (the induced dipole moment is small) as the rest of
the halides in the series, it seems reasonable to expect the
dipole-dipole interaction between the ion and water to be small;
in this case the coulomb repulsion between the negatively
charged ion and the water electron cloud dominates, causing
the induced dipole moment on water to be higher than in the
bulk. Following the same reasoning, when we consider bigger
anions, as the dipole-dipole interaction becomes stronger, the
coulomb repulsion does not longer dominate; overall, it all
brings to a decrease of the induced dipole moment on water;
such an effect is slightly more evident in iodide-water than in
chloride-or bromide-water. On top of that, it should be noticed
that the damping effect is stronger for bigger anions;15 it means
that the strength of charge-charge, charge-dipole, and
dipole-dipole interactions does not increase monotonically as
the ion approaches the water molecule but rather shows a
turnover at short distances (within the range of the first shell
radius).15 The damping effect is more evident if our results for
chloride- and iodide-water solutions are compared with the
recent results of the same systems studied with classical
molecular dynamics.49 Until recently, there has been high
uncertainty on the values of halide dipole polarizability. This
was basically due to the inaccuracy of experimental data on
one side and to the low level of ab initio calculations on the
other side. According to accurate high level quantum chemical
calculation,50 the dipole polarizability values are 2.47, 5.48, 7.27,
and 10.27 Å3 for F-, Cl-, Br-, and I-, respectively. These values
are higher than the ones51 taken for granted until then
(respectively 1.38, 3.94, 5.22, and 7.81 Å3); however, nowadays
it is still common to find classical MD or Monte Carlo studies
of anions where the old values are considered. It is known, in
fact, that using high anion polarizabilities, the dipole moment
increases up to values which do not have physical sense. The
common approach, then, is to use low polarizabilities rather
than to damp the polarizable interactions. Nevertheless, as
already stated in refs 15 and 16 such practice only serves to
hinder hyperpolarization but not to reproduce the response of
the ion at short anion-water distances. In the inset of Figure 3
we show the PDFs as obtained in classical MD simulations49

using RCl- ) 4.5 Å3 and RI- ) 6.9 Å3; the ionic dipole moments
are peaked at ca. 1.3 and 2.5 D, i.e. where the respective ab
initio PDFs are already decreasing to zero. This big difference
among classical and ab initio results should be taken into account
when the properties of simulated systems depend on the ionic
and molecular polarization. For example, the high propensity
for surface states of halide anions in water is explained through
the anion induced dipole moments as obtained with classical
simulations.8 Doubts about the physical sense of using gas phase
polarizabilities in condensed phase simulations could arise if
one takes into account the common view according to which,
in the liquid, there is a reducing effect due to electron clouds
interactions. Nonetheless, in contrast to this view, it has been
recently demonstrated by means of Car-Parrinello MD simula-
tions that both the polarizability tensor of water molecules and
of fluoride in CsF at liquid state are distributed around the gas
phase values with a narrow distribution.52 This result encourages
the use of gas phase polarizabilities in classical MD simulations,

Figure 2. Probability distribution function for the dipole
moment of water molecules in the first hydration shell.

Figure 3. Probability distribution function for the dipole
moment of halide anions. In the inset the PDFs of classical
simulations of chloride (dots) and iodide (dash-dots) in water
are shown; the latter, kindly provided by Wick and Xantheas,
appears in Figure 6 of ref 49.
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which, additionally, allows for a higher transferability of the
force field from gas to condensed phase simulations.

IV. Concluding Remarks

Although accurate polarizable force fields for modeling (halide)
ion-water interactions are needed, up to now few studies have
pointed out the need for benchmark data on the electrostatic
properties of such systems. We have performed Car-Parrinello
MD simulations of one halide ion with 96 water molecules.
Such a big system is needed to account for the long-range nature
of electrostatic interactions which spread up to the bulk. In
previous simulations, the systems were barely formed by the
first and second hydration shell of the ion, which would not
allow the studying of the differences in the polarizable interac-
tion between those shells and the bulk. To our knowledge this
is the first study where the (expected) differences in the
polarization of first and second solvation shells could be devised.
In previous studies those differences could not be found given
the small size of the systems and the short simulated times.
Chloride, bromide, and iodide, as an average trend, do polarize
first shell water molecules such that their molecular dipole
moment is lower than the one of second shell (and bulk)
molecules, the difference being ca. 0.1 D (which represents
approximately a 10% of the induced dipole moment). Fluoride,
on the contrary, tends to overpolarize first shell water molecules
so that their molecular dipole moment is higher by ca. 0.1 D
than the one of second shell molecules.

The broadness of molecular and ionic dipole moment PDFs
justifies the implementation of polarizable models in classical
simulations which could account for dynamical effects due to
dipolar interactions. The implementation of new ion-water
polarizable models cannot be made without considering Pauli
effects which extend beyond the first solvation shell. Existing
classical force fields tend to include those effects by simply
reducing the ionic polarizability. We have shown that this is
not enough as the induced dipole moment in our ab initio
simulations is more than 1 D smaller than what was found in
classical simulations.
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Abstract: We present a new version of the multiconfiguration molecular mechanics (MCMM)
algorithm for fitting potential energy surfaces of complex reactive systems. The main improvement
consists in allowing the valence bond configuration interaction matrix to be non-Hermitian, which
broadens the range of geometries over which the potential energy surface can be fit accurately.
A second improvement is that the new algorithm has simpler gradients and Hessians and
executes faster. The performance of the new algorithm is evaluated using the example of two
model reactions.

1. Introduction

The representation of potential energy surfaces for chemical
reaction dynamics continues to present a multifaceted chal-
lenge. For small systems, there has been great progress with
new approaches for fitting surfaces.1-7 For larger systems,
the only practical approach is often direct dynamics; in this
approach, instead of using a prefitted potential energy surface,
“all required energies and forces for each geometry that is
required for evaluating dynamical properties are obtained
directly from electronic structure calculations.”8 This raises
the cost unless inexpensive electronic structure methods (such
as ab initio Hartree-Fock theory,9,10 neglect-of-differential-
overlap molecular orbital theory,8,11 or diatomics-in-
molecules valence bond theory12) are used. However, more
reliable results can be obtained if direct dynamics calculations
are based on density functional theory,13,14 multiconfiguration
ab initio wave function theory,15 or multicoefficient correla-
tion methods.16 Therefore, a variety of approaches intermedi-
ate between straight direct dynamics and straight fitting have
arisen, such as use of specific reaction parameters17,18 and
low-dimensionality interpolatory methods.19,20 In the same
spirit is the use of combined quantum mechanical and
molecular mechanical methods21 or methods that combine
semiempirical valence bond theory22 with molecular me-
chanics valence bond diabatic states, as is done in modeling
ionic-covalent interactions,23 in combining valence bond
theory for reactive atoms with molecular mechanics for

spectator atoms,24 in the empirical valence bond method of
Warshel and Weiss,25 or in the approximate valence bond
method of Bala et al.26 One very promising method of the
latter type is multiconfiguration molecular mechanics27-34

(MCMM), which also combines semiempirical valence bond
theory with molecular mechanics valence bond diabatic
states, but in a way that in principle allows systematic
improvement of potential energy surfaces to an arbitrarily
high accuracy.

Multiconfiguration molecular mechanics was shown27,28,30,31

to be successful for gas-phase kinetics when the dynamical
calculations are based on variational transition state theory35-37

with multidimensional tunneling8,38-42 even with large-
curvature tunneling approximations8,39,42 that require energies
at points significantly removed from the minimum energy
path, and for liquid-phase kinetics based on umbrella
sampling.33 We have also shown that accurate VTST/MT
reaction rate coefficients can be obtained using MCMM
potentials constructed with as little as one or a few electronic
structure Hessians,31 using standard (e.g., MM3)43 molecular
mechanics force fields. In subsequent work,34 by testing an
MCMM potential for quasiclassical trajectories, we found
that, even with relatively good molecular mechanics force
fields, it is hard to converge a global potential energy surface
to better than 1-2 kcal/mol. In that study, we identified the
key limitation of achieving high global accuracy in practical
calculations. In particular, we found that the key limitation
is the inability of the previous formulation to improve the
potential energy surface in regions where the accurate result
is higher in energy than the lower of the reactant and product

* Corresponding author e-mail: o_t@t1.chem.umn.edu; truhlar@
umn.edu.
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molecular mechanics approximations. Here, we show that
this can be overcome by a non-Hermitian formulation of the
theory. The goal of the present work is to show that the new
non-Hermitian formulation of the MCMM procedure can be
used to fit semiglobal potential energy surfaces with much
higher accuracy than the original Hermitian MCMM.

2. Non-Hermitian MCMM

2.1. Key Elements of the New Formulation. In MCMM,
the potential energy V at a molecular geometry x is
approximated by the lowest eigenvalue of a valence bond
configuration interaction Hamiltonian matrix H, defined by
the following:

H ) (H11(x) �(x)
�(x) H22(x)) (1)

where H11 and H22 are analytical representations of valence
bond configurations of the reactant and the product (e.g.,
molecular mechanics potentials), and � is the approximation
to the off-diagonal matrix element, H12. In the original
MCMM, � is given by Shepard interpolation of modified
Taylor series for H12,

27 but in non-Hermitian MCMM, we
obtain the square �o

2 of a zeroth approximation to H12
2 by

Shepard interpolation of the unmodified H12
2 , and then we

write � in terms of �o. The Shepard interpolation step yields

�o
2(x) ) ∑

k)1

N

wk(x)T12
2 (x, k) (2)

where wk is a Shepard-interpolation weight function, and each
quantity T12

2 (x, k) is a second-order Taylor series of H12
2 at a

geometry xk. In non-Hermitian MCMM, we then approximate
� by the following:

�(x) ) { |�o(x)|; �o
2(x) g 0

iu|�o(x)|; �o
2(x) < 0

(3)

where

u(x) ) { 1; �o
2(x) g -∆2/4

∆/(2|�o|); �o
2(x) < -∆2/4

(4)

and

∆ ) H11(x) - H22(x) (5)

There are two key points to emphasize in the above
formulation. (i) First, by allowing H to be non-Hermitian,
we broaden the range of geometries for which the MCMM
fit can be accurate and thus obtain more accurate representa-
tions of potential energy surfaces. The meaning of “broaden-
ing” is the inclusion, in addition to the geometries where
the true potential is lower than either H11 and H22, of all
those geometries at which the true potential is above H11 or
H22 (this situation is not typical near a saddle point, but it
may be the case when one interpolates a global potential
energy surface). At all of these points, the MCMM potential
and its first and second derivative were previously set equal
to the potential and derivatives of H11 or H22, whichever is
lower, but the new MCMM formalism allows the improve-
ment of the fitted potential energy surface at such geometries

due to H12. (ii) Second, by applying the cutoff function u
after the interpolation rather than applying a cutoff function
at each Shepard point k, as was done previously, we greatly
simplify the algebra, which results in shorter computation
times.

The condition �o
2 < 0 in eq 3 corresponds to the target

potential energy surface being greater than one of the
diagonal elements, i.e., than one of H11 or H22; the second
row of eq 3 allows us to improve the molecular mechanics
approximation in this case, and, in fact, we can make
MCMM agree exactly with the target data if �o

2 g -∆2/4.
2.2. Details of Algorithm. The second order Taylor series

expansions T12
2 (x, k) used in the Shepard interpolation of eq

2, are constructed in the same way as in steps eqs A5-A11
of the Appendix of ref 34, which is the same as in an earlier
version27 of the MCMM procedure. In particular, we define
a matrix H(k) at each Shepard node k as follows:

H (k) ) (H11
(k) H12

(k)

H12
(k) H22

(k)) (6)

Expanding both the diagonal and the off-diagonal elements
in Taylor series around a geometry xk and using a Taylor
series reversion44 of H12

2 , one obtains,

T12
2 (r, k) ) D(k)(1 + b(k)T∆r(k) + 1

2
∆r(k)TC(k)∆r(k)) (7)

where T12
2 (r, k) is the value at a geometry r of the expansion

of H12
2 in a quadratic Taylor series centered at a Shepard

node k; D, b, and C are Taylor series coefficients at that
Shepard node k defined by eqs 20-22 of ref 27, and ∆r(k) is
the difference between the value of a coordinate r at a given
geometry and at Shepard node k. Note that this step and the
Shepard interpolation given in eq 2 are performed in internal
rather than in Cartesian coordinates x; this set of coordinates
(which is called set r to be consistent with the notation of a
previous paper)32 can be redundant or nonredundant.

The lowest eigenvalue of eq 1, which is an MCMM
approximation to the Born-Oppenheimer potential energy,
is given by

V ) 1
2

(H11(q(x)) + H22(q(x)) - [(H11(q(x)) - H22(q(x)))2 +

4�2(r(x))]1 / 2) (8)

where �2 is given by the square of eq 3. Note that �2 is equal
to the quantity �o

2 obtained directly by Shepard interpolation
for all positive �o

2 and for those negative values �o
2 that are

larger than -∆2/4. The analytical first and second derivatives
of eq 8 are given in Appendix A. These derivatives involve
derivatives of H11, H22, and �2. The first and second
derivatives of H11 and H22 are calculated analytically by a
molecular mechanics code in “natural” internal coordinates
q that are used to express molecular mechanics potentials
and are then transformed to Cartesian coordinates. The first
and second derivatives of �2 are calculated from eqs 2-4 in
internal coordinates r and are also transformed to Cartesian
coordinates. The gradient and Hessian of V given by eqs 10
and 11 of the Appendix are calculated in Cartesian coordi-
nates. The usage of different sets of coordinates in the
MCMM procedure is discussed in detail in ref 32.

Non-Hermitian Molecular Mechanics J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1455



The weight function wk of eq 2 is given by,

wk )

Yk

dk(s)4

∑
k)1

N+2 Yk

dk(s)4

(9)

where the variable dk is a generalized distance27 between
the current geometry and the geometry at Shepard node k,
expressed in internal coordinates s (we give the internal
coordinates used in eq 9 a different name because it is usually
convenient to use different coordinates here than were used
above). Yk can be approximated in different ways for different
applications. For variational transition state theory calcula-
tions (as in the application presented below), where one is
only interested in the region of a potential energy surface
ranging, in terms of the intermolecular distance between the
fragments, from the van der Waals complex of the reactants
to the van der Waals complex of the products, one can simply
take Yk as unity. When one requires the potential energy
surface at larger intermolecular distances, i.e., beyond the
van der Waals complexes of reactants and products, then
one can use a function like eq 31 of ref 34.

3. Application to Model Reactions OH + H2

f H2O + H and H2O + H f OH + H2

The improved MCMM scheme can be applied for construct-
ing semiglobal45 potential energy surfaces that are invariant
under permutations of selected identical nuclei, where such
invariance is required (for example, in full-dynamics calcula-
tions of gas-phase reactions).34 This is achieved by properly
symmetrizing the diagonal and off-diagonal elements of
matrix H.32 It can also be used in VTST/MT calculations
that only rely on the knowledge of a potential energy surface
in the vicinity of a single reaction swath in which case the
nuclear permutation symmetry need not be imposed. When
we perform VTST/MT calculations without enforcing the
nuclear permutation symmetry, the total number of Shepard
points is reduced (e.g., from m!N to N for a reactive system
with m low-energy symmetrically equivalent reaction chan-
nels), and this reduction results in shorter computation times.

The present application is restricted to the nonsymmetrized
potential energy surface of the reactions OH + H2 f H2O
+ H and H2O + Hf OH + H2, which are used to evaluate
the performance of the improved interpolation scheme. We
compare the interpolated energies and the VTST/MT rate
constants calculated using the MCMM potential energy
surfaces to target results calculated directly, i.e., without
interpolation. Since our goal is to test an MCMM interpola-
tion method, the use of any electronic structure method that
yields a smooth potential energy surface is appropriate. As
in the previous work,34 the target results are obtained using
the MPWB1K46 density functional in conjunction with the
6-31+G(d,p)47 basis set.

The VTST/MT calculations were performed using the
POLYRATE48 code, the MPWB1K/6-31+G(d,p) energies,
gradients, and Hessians were obtained using the Gaussian49

code, the MCMM energies, gradients, and Hessians were

obtained using a modified version the MC-TINKER2008-2
code50 (MC-TINKER2008-2 uses TINKER51 for molecular
mechanics calculations). The VTST/MT calculations on the
interpolated surfaces were carried out using the MC-
TINKERATE52 program, which is an interface between MC-
TINKER-2008-2 and POLYRATE.

Molecular mechanics force fields used in the present
application are given in the Supporting Information. All
parameters, except bond dissociation energies, are taken from
the previous work.34 In previous work, all bond dissociation
energies were set to values exceeding their accurate values
to avoid negative V12

2 , but now we use values that are close
to experimental values, and this improves the quality of the
fit even in regions where one does not place Shepard points.

Two interpolated potential energy surfaces (PES) are
considered in the present paper. The first, called PES1, is
based on 14 Shepard points, and the second, called PES2 is
based on 11 Shepard points. In each case, there are Shepard
points at the reactant and product van der Waals minima, at
which locations we set T12

2 ) 0; whereas at the other Shepard
points, called electronic structure Shepard points, one obtains
T12

2 from MPWB1K calculations. There are 12 electronic
structure Shepard points for PES1 and 9 electronic structure
Shepard points for PES2.

The electronic structure Shepard points for PES1 are
placed at the saddle point optimized at the target level and
at 11 nonstationary points. Ten nonstationary points are
placed on the minimum energy reaction path (MEP) calcu-
lated at the target level, at the following locations: 0.4, 2.0,
3.5, and 4.5 kcal/mol below the saddle point on the OH +
H2 side and 0.2, 0.9, 4.9, 10.1, 14.5, and 17.1 kcal/mol below
the saddle point on the H2O + H side; and one nonstationary
point is placed on the concave side of the MEP at a point
where the energy is 42 kcal/mol above the H2O + H
asymptote.

The electronic structure Shepard points for PES2 are
placed at the saddle point and at 8 nonstationary points. The
first nonstationary point is placed on the target level MEP
at the point where the energy is 2.0 kcal/mol below the saddle
point on the reactant side, and the remaining 7 points were
added iteratively, each on the MEP of an MCMM surface
with one less electronic structure Shepard points; this is
similar to the procedure described in ref 28. These points
are located 0.5, 1.1, 2.5, and 2.9 kcal/mol below the saddle
point on the OH + H2 side, and 1.0, 8.0, and 8.6 kcal/mol
on the H2O + H side. The full sets of Cartesian coordinates
for all Shepard points of both surfaces are given in Sup-
porting Information.

As explained in Section 2, we use three different internal
coordinate sets: set q for molecular mechanics calculations,
set r for Shepard interpolation, and set s to calculate the
Shepard weighting function. In the present application,
the set r consists of six nonredundant internal coordinates
(three bond distances, two bond angles, and a torsion), and
the internal coordinates used to calculate weight function
(set s) consists of three interatomic distances; all of these
coordinates are shown in Figure 1. Previously,32,34 we only
considered cases when set s is equivalent to set r, but in the
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present work, we introduce some flexibility in the coordinate
choice by allowing s be different from r. Although it was
found27 that an optimal choice for set s is often not the same
as for set r (for example, for VTST/MT calculations of an
atom transfer reaction AX · · ·B f A · · ·XB, a recommended
choice for coordinates s includes three interatomic distances
that undergo significant changes along the MEP, such as, A
- X, X - B, and A - B, whereas set r requires at least 3N
- 6 nonredundant coordinates), the original implementation27

of the MCMM procedure lacked the ability to correctly
handle this situation. Appendix B gives the Jacobians and
Hessians required for MCMM first and second derivatives
for an atom transfer reaction with the local coordinates shown
in Figure 1. Set r is also the same as the set of internal
coordinates used to calculate generalized normal mode
vibrational frequencies30,37 along the minimum energy
reaction path in VTST/MT calculations.

First, we consider the accuracy of the interpolated energies.
In the general case u(x) can be made smooth by joining the
two regions of eq 4 by a spline function. In the present, case
we simply set u(x) ) 1 because none of the geometries
involved in the present tests has �o

2 < -∆2/4.
We test the surfaces on a 20 × 20 grid of molecular

geometries. The grid was generated by varying the two key
bond distances of the transferring H atom while fixing the
remaining geometrical parameters (one bond distance, two
angles, and a torsion) at their values at the reaction saddle
point; the key distances span the ranges r2 ) 0.78-1.92 Å
and r3 ) 0.58-1.72 Å, and total number of geometries is
400. Then, we deleted all energies above 64 kcal/mol with
respect to H2O + H; this leaves 338 points. Although these
geometries do not span the whole range of dynamically
important nuclear configurations, they comprise a representa-
tive set of such configurations that may be used to evaluate
the accuracy of the fit. Figures 2 and 3 show two-dimensional
slices of the target potential energy surface and one of the
interpolated ones (PES1) as functions of these two bond
distances. Table 1 lists mean unsigned errors for PES1 and
PES2 calculated using an old MCMM algorithm27,34 and
using the improved MCMM procedure presented above. The
errors are shown as functions of potential energy for four
different energy ranges below 64 kcal/mol; the smallest
subset of geometries (in the lowest energy range) comprises
46 geometries, and the largest subset comprises 338 geom-

etries. The results indicate that the new MCMM procedure
leads to more accurate interpolated potential energies than
the Hermitian one, especially in the regions where one places
Shepard points. The more accurate fit for PES1 as compared
to PES2 is due to the placement of Shepard points in a wider
energy range in the former case. In particular, the energy

Figure 1. Internal coordinates used in Shepard interpolation
(set r) and in eq 9 (set s).

Figure 2. Equipotential contour plot of PES1 as a function
of the OH and HH distances. The remaining internal coordi-
nates (one bond distance, two bond angles, and a torsion)
are fixed at their values at the reaction saddle point. Contours
start at -10.0 kcal/mol and are equally spaced by 3 kcal/mol,
with the zero of energy at the OH + H2 asymptote. Bond
distances are in Å.

Figure 3. Equipotential contour plot of the target (uninter-
polated) potential energy surface. The remaining internal
coordinates (one bond distance, two bond angles, and a
torsion) are fixed at their values at the reaction saddle point.
Contours start at -10.0 kcal/mol and are equally spaced by
3 kcal/mol, with the zero of energy at the OH + H2 asymptote.
Bond distances are in Å.

Table 1. Mean Unsigned Errorsa in energies for Two
Potential Energy surfaces for Various Ranges of Potential
energyb

energy
range Nc

PES1
(current

algorithm)

PES2
(current

algorithm)

PES1
(old

algorithm)

PES2
(old

algorithm)

<14 46 0.1 0.5 0.6 1.0
<20 116 0.3 0.7 0.6 0.8
<26 177 0.4 0.9 0.7 0.9
<64 338 0.9 1.9 1.2 1.6

a In kca/mol. b Zero of energy for this table corresponds to H2O
+ H. The forward and reverse barrier heights for this reaction with
full MPWB1K/6-31+G(d,p) calculations are 4.94 and 18.57 kcal/
mol, respectively. Therefore, the number in the first column can
be converted to a scale relative to reactants by subtracting
18.57-4.94 ) 13.63 kcal/mol. c Number of points in this range.
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ranges where the Shepard points are present are 1.5-42.0
kcal/mol for PES1 and 10.0-18.6 kcal/mol for PES2.

Tables 2 and 3 present mean unsigned percentage errors
in rate coefficients calculated using the two new MCMM
potential energy surfaces. The mean unsigned percentage
error is defined as percentage accuracy of the rate coefficient
calculated using an MCMM potential as compared to the
target result28,31 obtained via direct dynamics calculations.
While the canonical variational transition state rate constant,
kCVT, provides a test of the accuracy of the fit near the top
of the free energy of activation barrier, the rate coefficients
including the tunneling correction (ZCT,53 SCT,40,53 LCT,8

and µOMT)8,42 depend on the potential in a much wider
region. The results for kCVT and for other rate constants are
on the average better for PES2 than are the results for PES1.
The smaller errors for PES2 are mainly due to the nearly
precise location of the variational transition state on this
surface because of the availability of a Shepard point in a
close proximity to the reaction bottleneck (note that unlike
PES1, the PES2 is constructed by placing Shepard points
according to a scheme similar to the one in ref 28 particularly
designed for VTST/MT calculations, whereas the locations
of the data points on PES1 are more or less arbitrary).
Excellent results on both interpolated surfaces are obtained
for kLCT calculations, which are very sensitive to the potential
off the MEP, even though in the case of PES2 no Shepard
points are placed on the concave side of the minimum energy
reaction path and in the case of PES1 only one point is placed
there.

The MCMM scheme is a method for constructing full-
dimensional potential energy surfaces for dynamics ap-

plications (such as VTST, classical trajectories, or other
methods). Although the full advantages of the improved
MCMM technique are most apparent in full dynamics
simulations, the results of VTST/MT reaction rate calcula-
tions also benefit from the improvements introduced the
present work in the following ways: (i) the lowest diagonal
matrix element may appear to be above the true potential
energy surface even at geometries on or near MEP,
therefore, using a non-Hermitian matrix H improves the
accuracy of the MEP on the fitted surface, (ii) the VTST/
MT calculations, especially those including large-curvature
tunneling, depend on the surface in a much wider range of
geometries, therefore, by allowing H to be non-Hermitian one
improves the overall results, and (iii) eliminating artificial
modification in Shepard interpolation introduced in the original
MCMM27 also eliminates sudden changes in the coupling term
(caused by forcing T12

2 to zero at geometries where is negative)
and thus results in a smoother MEP and smoother vibrationally
adiabatic ground-state potential curve (obtained by adding zero-
point energies of orthogonal harmonic vibrations to the MEP),
as well as smoother changes in vibrational frequencies along
the reaction path.

Note that H11 and H22 are expressed here in terms of
standard molecular mechanics functions, but one could
also replace them with very accurate fits to ab initio data
if higher precision in the calculations is sought. Even when
H11 and H22 are represented by standard molecular
mechanics, the results in Table 3 indicate that the rate
coefficients are converged within 5% of the target results
(when one uses the strategy for placing Shepard points
designed for VTST calculations,)28 or within 15% (when
the points are placed more or less arbitrarily); in each case
these results are within the typical uncertainty of 25% in
best estimates of rate coefficients. This implies that
MCMM can be used in an automated way (without fitting
or adjustments and using a prescription28 for placing
Shepard points) to construct reasonably accurate semi-
global representations of potential energy surfaces. How-
ever, due to the possibility to replace the standard
molecular mechanics picture with more accurate repre-
sentations for H11 and H22, there is enough flexibility to
get an arbitrarily high accuracy.

Although the new algorithm is tested here for a tetratomic
system, because that allows for well-defined high-precision
tests of its ability to fit the dependence on reactive coordi-
nates, we emphasize that MCMM is designed not to compete
with modern algorithms for fitting few-body surfaces to
spectroscopic accuracy (although, when used with care, it
may be competitive with such algorithms) but rather is
designed to provide a practical method to fit potential energy
surfaces for complex systems.

4. Summary

In this work, we present a new formulation of the multi-
configuration molecular mechanics algorithm that improves
the accuracy of interpolated potential energy surfaces.

Table 2. Mean Unsigned Percentage Errors in Rate
Coefficients for Two Potential Energy Surfaces

T kCVT kCVT/ZCT kCVT/SCT kCVT/LCT kCVT/µOMT

PES1
OH + H2 f HOH + H

300 8 13 3 15 3
400 7 10 5 11 5
600 6 9 7 9 7

HOH + H f OH + H2

300 7 13 2 14 2
400 6 9 4 10 4
600 4 8 6 8 6

PES2
OH + H2 f HOH + H

300 0 1 10 2 10
400 1 4 2 4 2
600 2 4 1 4 1

HOH + H f OH + H2

300 1 1 11 1 11
400 0 3 3 3 3
600 1 3 0 3 0

Table 3. Mean Unsigned Percentage Errors Averaged
over Three Temperatures (300 K, 400 K, and 600 K) for
Reactions OH + H2 f HOH + H and HOH + H f OH +
H2

T kCVT kCVT/ZCT kCVT/SCT kCVT/LCT kCVT/µOMT

PES1 6 10 5 11 5
PES2 1 3 5 3 5

1458 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Tishchenko and Truhlar



Acknowledgment. This work was supported in part by
the NSF under Grant No. CHE07-04974 (dynamics of
complex systems, global potential energy surfaces), by the
DOE (gas-phase variational transition state theory) under
Grant No. CHE07-04974, and by the office of Naval
Research (integrated software tools for dynamics) under
award No. N00014-05-1-0538.

Supporting Information Available: Force field pa-

rameters and geometries used to construct potential energy

surfaces and reaction rate coefficients for reactions OH +
H2 f H2O + H and H2O + H f OH + H2. This material

is available free of charge via the Internet at http://

pubs.acs.org.

Appendix A: The Gradient and Hessian of V(x) in Cartesian Coordinates

The components of the gradient of an MCMM approximation of the potential energy are given by,

Gi )
∂V
∂xi

) 1
2(G11i(x) + G22i(x) - (2(∂�2(r(x))

∂xi
) + (H11(x) - H22(x))(G11i(x) - G22i(x))

((H11(x) - H22(x))2 + 4�2(r(x)))1 / 2 )) (10)

where H11, H22 are diagonal elements of matrix H, G11i, and G22i are components of their gradients, and � is given by eq 3. Note
that the first and second derivatives of H11 and H22 are calculated in internal coordinates q(x) and then transformed to Cartesian
coordinates. The elements of the Hessian of an MCMM approximation of the potential energy are given by,

Fij )
∂

2V
∂xi∂xj

) 1
2

(F11ij(x) + F22ij(x)) +
(2(∂�2(r(x))

∂xi
) + (H11(x) - H22(x))(G11i(x) - G22i(x)))

((H11(x) - H22(x))2 + 4�2(r(x)))3 / 2
×

(2(∂�2(r(x))
∂xj

) + (H11(x) - H22(x))(G11j(x) - G22j(x)))
((H11(x) - H22(x))2 + 4�2(r(x)))3 / 2

-

(G11i - G22i)(G11j - G2j)

((H11 - H22)
2 + 4�2(r(x)))1 / 2

-
2(∂2�2(r(x))

∂xi∂xj
) + (H11 - H22)(F11ij - F22ij)

((H11 - H22)
2 + 4�2(r(x)))1 / 2

(11)

where F11ij and F22ij are the elements of Hessians of H11 and H22. The first and second derivatives of �2 with respect to the
coordinates r are the same as the derivatives of �o for all �o

2 g -∆2/4. These derivatives are given by

g ≡
∂�o

2

∂r
) ∑

k)1

N [∂wk

∂r
T12

2 (r;k) + wkD
(k)(b(k) + C(k)∆r(k))] (12)

f ≡
∂

2�o
2

∂r2
) ∑

k)1

N (∂2wk

∂r2
T12

2 (r, k) +
∂wk

∂r
g(r)+D(k)(b(k) + C(k)∆r(k))(∂wk

∂r )T

+ wkD
(k)C(k)) (13)

where

∂wk

∂rR
) ∑

γ)1

Γ ∂wk

∂sγ

∂sγ

∂rR
(14)

∂
2wk

∂rR∂r�
) ∑

γ)1

Γ

∑
γ)1′

Γ ∂sγ

∂rR

∂
2wk

∂sγ∂sγ′

∂sγ′

∂r�
+ ∑

γ)1

Γ ∂wk

∂sγ

∂
2sγ

∂rR∂r�
(15)

where r and s are the sets of the internal coordinates used in Shepard interpolation and in calculations of the weight function.

Appendix B: Internal Coordinates s and r Used in the Present Application and the Jacobians
and Hessians Required by eqs 14 and 15

The internal coordinates s and r used in eqs 7 and 9 are r ≡ {r1, r2, r3, r4, r5, r6} and s ≡ {s1, s2, s3}, respectively; these
coordinates are shown in Figure 1. The Jacobians required by eqs 14 and 15 for these coordinates are
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0 0 0

1
r2 - r3cos(r5)

(r2
2 + r3

2 + 2r2r3cos(r5))
1/2 0

∂s1

∂r
) 0

∂s2

∂r
)

r3 - r2cos(r5)

(r2
2 + r3

2 + 2r2r3cos(r5))
1/2

∂s3

∂r
) 1

0 0 0

0
r2r3sin(r5)

r2
2 + r3

2 + 2r2r3cos(r5))
1/2 0

0 0 0

(16)

The corresponding matrices of second derivatives are as follows:

∂
2s1

∂r2
) 0 (17)

∂
2s2

∂r2
)

0

0
1

(r2
2 + r3

2 + 2r2r3cos(r5))
1 / 2

-1
2

(r2 - r3cos(r5))
2

(r2
2 + r3

2 + 2r2r3cos(r5))
3 / 2

0
-cos(r5)

(r2
2 + r3

2 + 2r2r3cos(r5))
1 / 2

1

(r2
2 + r3

2 + 2r2r3cos(r5))
1 / 2

-
(2r2 - 2r3cos(r5))(2r3 - 2r2cos(r5))

4(r2
2 + r3

2 + 2r2r3cos(r5))
3 / 2 -1

2

(r3 - r2cos(r5))
2

(r2
2 + r3

2 + 2r2r3cos(r5))
3 / 2

0 0 0 0

0
r3sin(r5)

(r2
2 + r3

2 + 2r2r3cos(r5))
1 / 2

r2sin(r5)

(r2
2 + r3

2 + 2r2r3cos(r5))
1 / 2 0

r2r3cos(r5)

(r2
2 + r3

2 + 2r2r3cos(r5))
1 / 2

-
r2r3cos(r5)(r2 - r3sin(r5))

(r2
2 + r3

2 + 2r2r3cos(r5))
3 / 2

-
r2r3cos(r5)(r3 - r2sin(r5))

(r2
2 + r3

2 + 2r2r3cos(r5))
3 / 2

-
(r2 - r3sin(r5))

(r2
2 + r3

2 + 2r2r3cos(r5))
3 / 2

0 0 0 0 0 0

(18)

∂
2s3

∂r2
) 0 (19)

where 0 is a null matrix. Note that eq (18) shows only the lower triangular part of the symmetric Hessian matrix.
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(8) Liu, L.-P.; Lu, D.-h.; González-Lafont, A.; Truhlar, D. G.;
Garrett, B. C. J. Am. Chem. Soc. 1993, 115, 7806.

(9) Leforestier, C. J. Chem. Phys. 1978, 68, 4406.

(10) Baldridge, K.; Gordon, M. S.; Steckler, R.; Truhlar, D. G. J.
Phys. Chem. 1989, 93, 5107.

(11) Wang, I. S. Y.; Karplus, M. J. Am. Chem. Soc. 1973, 95,
8160.

(12) Truhlar, D. G.; Duff, J. W.; Blais, N. C.; Tully, J. C.; Garrett,
B. C. J. Chem. Phys. 1982, 77, 764.

(13) Car, R.; Parrinello, M. Phys. ReV. Lett. 1985, 55, 2471.

(14) Espinosa-Garcia, J.; Corchado, J. C.; Truhlar, D. G. J. Am.
Chem. Soc. 1997, 119, 9841.

(15) Garrett, B. C.; Koszykowski, M. L.; Melius, C. F.; Page, M.
J. Phys. Chem. 1990, 94, 7096.

(16) Ellingson, B. A.; Pu, J.; Lin, H.; Zhao, Y.; Truhlar, D. G. J.
Phys. Chem. A 2007, 111, 11706.

(17) Gonzalez-Lafont, A.; Truong, T. N.; Truhlar, D. G. J. Phys.
Chem. 1991, 95, 4618.

(18) Pu, J.; Truhlar, D. G. J. Chem. Phys. 2002, 116, 1468.

(19) Corchado, J. L.; Coitiño, E. L.; Chuang, Y.-Y.; Fast, P. L.;
Truhlar, D. G. J. Phys. Chem. A 1998, 102, 2424.

(20) Ruiz-Pernia, J. J.; Silla, E.; Tuñón, I.; Martı́, S. J. Phys. Chem.
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Abstract: Because of its fundamental importance to molecular biology, great interest has
continued to persist in developing novel techniques to efficiently characterize the thermo-
dynamic and structural features of liquid water. A particularly fruitful approach, first applied
to liquid water by Lazaridis and Karplus, is to use molecular dynamics or Monte Carlo
simulations to collect the required statistics to integrate the inhomogeneous solvation theory
equations for the solvation enthalpy and entropy. We here suggest several technical
improvements to this approach, which may facilitate faster convergence and greater accuracy.
In particular, we devise a nonparametric kth nearest-neighbors (NN)-based approach to
estimate the water-water correlation entropy, and we suggest an alternative factorization
of the water-water correlation function that appears to more robustly describe the correlation
entropy of the neat fluid. It appears that the NN method offers several advantages over the
more common histogram-based approaches, including much faster convergence for a given
amount of simulation data; an intuitive error bound that may be readily formulated without
resorting to block averaging or bootstrapping; and the absence of empirically tuned
parameters, which may bias the results in an uncontrolled fashion.

1. Introduction

Water is unique among liquids for its biological significance.
It plays an active role in the formation of the structures of
proteins, lipid bilayers, and nucleic acids in vivo, both
through direct hydrogen-bonding interactions with these
biomolecules, and also through indirect interactions, where
the unique hydrogen-bonded structure of liquid water is
known to drive hydrophobic assembly.1 It has been suggested
that a robust characterization of the thermodynamic properties
and structure of water solvating the active site of a protein
is essential to rationalize the various binding affinities of
small molecules that will displace that solvent to bind to the
protein active site.2,3

As such, great interest has continued to persist in develop-
ing novel techniques to efficiently characterize the thermo-
dynamic and structural features of liquid water in different
environments. A particularly fruitful approach, first applied
to liquid water by Lazaridis and Karplus,4-6 used molecular

dynamics or Monte Carlo simulations to collect the required
statistics to integrate the inhomogeneous solvation theory
(IST) equations for the solvation enthalpy and entropy. In
this theory, the solvation enthalpy is determined from an
analysis of the change in the solute-solvent and solvent-
solvent interaction energy terms, and the solvation entropy
is computed from an expansion of the entropy in terms of
increasingly higher order solute-solvent correlation func-
tions.4 This approach has been used to characterize the
thermodynamics and structure of neat water,6 hydration of
small hydrophobes,4 and the hydration of the active sites of
proteins.7,8 Recently, it has also been extended to allow for
the rapid computation of the relative binding affinities of a
set of congeneric ligands with a given protein, via a
semiempirical displaced-solvent functional.2

Because of the increasing interest in applying this
technique to water9-12 in various environments, we have
chosen to reexamine the factorization and correlation
function integration scheme originally suggested by Laz-
aridis and Karplus6 for bulk water and later adopted by* Corresponding author e-mail: bb8@columbia.edu.
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others.13 We have found that several technical improve-
ments in this scheme are possible, which may facilitate
faster convergence and greater accuracy than the more
typical expressions. In this Article, we (1) devise a
nonparametric kth nearest-neighbors (NN)14-based ap-
proach to estimate the water-water correlation entropy,
in lieu of the more common histogram-based approaches,
and (2) suggest an alternative factorization for the
water-water correlation function that appears to more
robustly describe the water-water correlation entropy of
the neat fluid. To our knowledge, this is the first
application of the NN method to compute the entropy of
a neat fluid. It appears that the NN method offers several
advantages over the more common histogram-based ap-
proaches, including (1) much faster convergence for a
given amount of simulation data, especially when the
correlation function is highly structured; (2) an intuitive
error bound may be readily formulated without resorting
to block averaging or bootstrapping techniques, which may
be problematic to apply to estimators of the entropy; and
(3) the absence of empirically tuned parameters, such as
the histogram bin width, which may bias the results in an
unpredictable fashion. Our alternative factorization of the
water-water correlation function explicitly includes cor-
relations between the water-dipole-vector-intermolecular-
axis angle with the angle of rotation of the water molecule
about its dipole vector. This contribution, although
neglected by others,6 has been found in our work to
increase the agreement of results obtained by the entropy
expansion with those obtained by less approximate
methods, such as free energy perturbation theory. We also
extensively compare the solvation entropies obtained from
the truncated entropy expansion to those obtained from a
finite difference analysis of free energy perturbation theory
results. This comparison allows us to characterize the
errors in both precision and accuracy associated with the
NN method of integrating the entropy expansion presented
here.

Our primary interest in developing this technique was to
later adapt the method to study the solvation of solutes; thus,
we were interested in determining realistic estimates of the
convergence of the technique when the isotropic symmetry
of the fluid was not present. As such, when extracting the
solvent configurations to compute the pair correlation func-
tion (PCF), we chose to use only the configurations of a
distinguished solvent molecule with the rest of the system,
instead of collecting statistics from all pairs of solvent
molecules. Such a protocol allows for an interrogation of
the relative convergence properties of the various methods
that might be obscured by the additional statistics offered
by taking advantage of the symmetry of the system.

2. Methods

2.1. The Entropy Expression of a Neat Fluid. First
derived by Green,15 and later by Raveché16 and Wallace,17

the entropy of a fluid can be expressed as a sum of integrals
over multiparticle correlation functions. For a molecular
fluid,5 the expression is

where, sid is the entropy of an ideal gas with the same density
and temperature as the fluid, se is the excess entropy of the
fluid over that of the ideal gas, k is Boltzmann’s constant, F
is the number density, ω denotes the orientational variables
of one molecule, Ω is the total volume of the orientational
space (for a nonlinear molecule like water, Ω is 8π2), g(2) is
the pair correlation function, g(3) is the triplet correlation
function, and g(3) is the deviation of g(3) from the superposi-
tion approximation. In practice, it is very difficult or even
impossible to converge the three-particle and higher order
correlation terms. However, it has been established that, for
most fluids, the largest contribution to the excess entropy
comes from the two-particle correlation term,6 and the error
induced by neglecting the higher order terms of the expansion
may often be safely ignored.

Following the work of Lazaridis and Karplus,6 we evaluate
the two-particle excess entropy of liquid water by separating
the two-particle term into translational and orientational
components by factorization:

where r is the oxygen-oxygen distance of two water
molecules, ω2 are the angles that define the relative orienta-
tion of the two water molecules, J(ω2) is the Jacobian of the
angular variables, g(r,ω2) is the pair correlation function, and
g(ω2|r) is the conditional-angular pair correlation function
in the typical Bayesian notion. (Note that g(r,ω2) is identical
to g(2) as it appears in eq 1.) We denote the relative orientation
of the two water molecules by the five angles6 [θ1,θ2,φ,�1,�2],
where θ1,θ2 are the angles between the intermolecular axis
and the dipole vector of each molecule, φ describes the
relative dihedral rotation of the dipole vector around the
intermolecular axis, and �1,�2 describe the rotation of each
molecule around its dipole vector. In the following discus-
sion, we denote the entropy defined by formula 6 the
orientational Shannon entropy,18 and denote the entropy
defined by formula 5 the orientational excess entropy.

In line with prior work,6 we calculated the orientational
Shannon entropy as defined by formula 6 for three different
ranges of r: (0 < r e 2.7), (2.7 < r e 3.3), and (3.3 < r e
5.6), which correspond to the various peaks and troughs in

s ) sid + se ) sid - 1
2!

k
F

Ω2

∫ [g(2) ln(g(2)) - g(2) + 1] dr dω2

- 1
3!

k
F

Ω2 ∫ [g(3) ln(δg(3)) - g(3) +

3g(2)g(2) - 3g(2) + 1] dr1 dr2 dω3 - ...

(1)

g(r, ω2) ) g(r)g(ω2|r) (2)

se
(2) ) strans

(2) + sorient
(2) (3)

strans
(2) ) -1

2
kF∫ [g(r) ln g(r) - g(r) + 1] dr (4)

sorient
(2) ) 1

2
kF∫ g(r)Sorient(r) dr (5)

Sorient ) - 1

Ω2 ∫ J(ω2)g(ω2|r) ln g(ω2|r) dω2 (6)
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the radial distribution function. In this way, the orientational
excess entropy is related to Shannon entropy by:

where Ni is the average number of water molecules in the
ith shell.

2.2. Factorization of the Orientational Pair Correlation
Function Using Generalized Kirkwood Superposition Ap-
proximation. The orientational pair correlation function
(PCF) of water is a function of five angles, which is very
difficult to converge from currently accessible molecular
dynamics simulation time scales. The idea of factorization
is to approximate the higher dimensional probability density
function by the product of its lower dimensional marginal
probability density functions. The generalized Kirkwood
superposition approximation (GKSA)19-21 allows an m-
dimensional distribution to be estimated using corresponding
m - 1-dimensional distributions:

where Fm-k represents a specific probability density function
of m - k dimensionality, and cm-k

m indicates all possible
combinations of m - k groupings from the set of m total
variables. Reiss20 and Singer21 have demonstrated that the
GKSA is the optimal approximation of an n-particle distribu-
tion for n g 3 from a variational point of view, and it has
been applied in numerous settings.22,23

From the results of our simulations, and as indicated by
Lazaridis and Karplus,6 the distribution has no structure along
angle φ; that is, g(φ) is close to 1 over the range of φ and
has no correlation with other angles. Thus, we approximated
the five-dimensional PCF by:

Note that for any properly defined orientational PCF
g(x1,x2,...xN),

where

That is, Ω[x1,x2,...xn] is the integral of the Jacobian J(x1,x2,...xn)
over angular variables x1,x2,...xn. Therefore, g(x1,x2,...xn) is
proportional to F(x1,x2,...xn) with proportional coefficient
Ω[x1,x2,...xn]. Via application of the GKSA (formula 8), it
follows:

Note that this factorization differs from that introduced by
Karplus and Lazaridis6 by the explicit inclusion of g(θ1,�1)
and g(θ2,�2) terms. Taking this approximation of g(x1,x2,...xn)
into the argument of the logarithm of formula 6, we find

where x1,x2 is any combination of two variables from the
[θ1,θ2,�1,�2] set, x is any variable from the [θ1,θ2,�1,�2] set,
J(x1,x2) is the Jacobian of the corresponding two variables,
J(x) is the Jacobian corresponding to variable x, Ω[x1,x2] is
the total accessible angular volume of variables x1,x2, Ω[x] is
the total accessible angular volume of variable x, S[x1,x2]

is the Shannon entropy of angular variables x1 and x2, and
S[x] is the Shannon entropy of angular variable x.

We note that an ambiguity seems to exist in the literature as
to how to properly apply an approximation of the type suggested
in eq 12 to eq 6. We have adopted here to apply the
approximation only to the logarithm of eq 6 (as was done in
the original derivation of eq 1), which allows result 15 to be
interpreted through the language of information theory.24 An
alternate approach, which has been adopted by others, has been
to apply approximation 12 to both occurrences of the PCF in
eq 6, taking care to renormalize the factorization of the PCF
introduced in eq 12 so that meaningful results will still be
obtained. Interestingly, the results of these two approaches do
not numerically agree, which may not be obvious from cursory
inspection. We leave this proof as an exercise for the reader,
which can be readily shown for instance from a correlated
multidimensional Gaussian distribution.

2.3. The k’th Nearest-Neighbor Method. The NN
method14 gives an asymptotically unbiased estimate of an
integral of the form:

where F(x1,x2,...xs) is the probability density function. Given
a reasonable estimation of probability density function f(xi),
the value of integral can be approximated as

which follows from xi being sampled from the true distribu-
tion F(xi). The NN method of nonparametrically estimating
f(xi) at a point xi ) (x1

i ,x2
i ,...xs

i) is25

sorient )
1
2

NikSorient i ) 1, 2, 3 (7)

F(x1, x2, ..., xm) ) { ∏
cm-1

m
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c2

m

F2

∏
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m

Fm-2... ∏
c1

m

F1

m is odd
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m
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m
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F2
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(8)
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1
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(10)
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Sorient ) - 1
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C2

4

1

Ω[x1,x2] ∫ J(x1, x2)g(x1, x2) ln g(x1, x2) dx1 dx2

+ 2 ∑
C1

4

1

Ω[x] ∫ J(x)g(x) ln g(x) dx (14)
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C2

4

S[x1,x2] - 2 ∑
C1

4

S[x] (15)
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(16)

I ≈ -1
n ∑

i)1

n

ln f(xi) (17)
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where n is the number of data points in the sample, Vs(Ri,k)
is the volume of an s-dimensional sphere with radius Ri,k,
and Ri,k is the Euclidean distance between the point xi and
its kth nearest neighbor in the sample. This approximation
amounts to assuming that the distance between neighboring
sampled points in configuration space will be small where
the probability density function is large, and vice versa. So
this integration may be estimated as

However, the estimate in eq 20 is systematically biased14

and will deviate from the correct result in the limit of large
n by Lk-1 - ln k - γ, where Lj ) Σi)1

j 1/i and γ ) 0.5772...
is Euler’s constant. By subtracting the bias Lk-1 - ln k - γ,
the modified unbiased estimate is formulated as

Now our goal is to modify our expressions for the Shannon
entropies into a form that is amenable to a kth NN evaluation
of the integral. The expression of the two-dimensional
orientational Shannon entropy has the form of

where J(x1,x2) is the Jacobian associated with x1 and x2. Here,
for �1 and �2 the Jacobian is 1, but for θ1 and θ2 the Jacobian
is sin θ1 and sin θ2. However, by a change of variables from
θ to t ) π/2(cos θ + 1), the Jacobian for t becomes 1, and
the total angular volume is π for one-dimensional distribution
and π2 for two-dimensional distributions. Next, g(x1,x2) is
proportional to F(x1,x2) in eq 16, with proportional coefficient
π2. Following the NN method, the statistically unbiased
estimation of the one- and two-dimensional orientational
Shannon entropies may now be approximated as

where Hk
[x](n) is the kth NN estimate of the Shannon entropy

of random variable x from a sampling of n data points, and

Hk
[x1,x2](n) is the kth NN estimate of the joint Shannon entropy

of random variables x1,x2 from a sampling of n data points.
Thus, we are now equipped to apply the NN method of
estimating the entropy to liquid state problems. We also note
that to compute the NN distances, we made use of the ANN
code,26 which utilizes the k-d tree algorithm27 for obtaining
the kth NN distances Ri,k between sample points as necessary.

2.4. Error Analysis of the kth Nearest-Neighbor
Method. It has been shown through an analysis of the
limiting distribution14 that the variance of the kth NN
estimate of the entropy Hk(n) is

where f(x) is the probability density function and Qk )
∑j)k

∞ 1/j2. Formally, this result follows from using the Poisson
approximation of the binomial distribution to characterize
the fluctuations of Hk(n) in the large n limit (please see ref
14 for details). Because Hk(n) is asymptotically unbiased,14

the asymptotic mean square error of the estimate is of the
order given by eq 25. Typically, the true value H(n) will be
estimated by computing Hk(n) for several values of k,
typically 1-5. Because the analytical form of the variance
is known, we may combine these estimates by a weighted
averaging procedure, that is, H(n) ) ∑wkHk(n). For inde-
pendent variables with the same average, the weight that
minimizes the variance of the estimate of the average is a
weight proportional to the inverse of the variance of the
variable (see Appendix A for details), that is,

where wk is the ideal weight of Hk(n) when averaging H(n).
Such calculations may also be readily extended to compute
the standard deviation of such an estimate (Appendix A).
Interestingly, two well-defined limits exist here: (1) if var[ln
f(x)] is small, then the proper weighting will be

and, (2) if var[ln f(x)] is large, then the proper weighting
will be a flat function, which will lead to a simple arithmetic
average. Therefore, the best possible estimate of H(n) from
m estimates of Hk(n) will always be bound by these two
limiting averages. Further, if these two limiting averages
converge in the given sampling, it is highly probable the
estimate of H(n) is also converged. We also note here that
an intuitive sense of which regime best fits the given data
can be discerned by inspecting the relative noise in plots of
the m Hk(n) estimates as a function of n (where n is the
amount of simulation time in this application). If the H1(n)
estimate noticeably suffers greater fluctuations than the other
estimates, then the var[ln f(x)] term must be small, because
the Q1 component is dominating relative variances of the
estimates. However, if the m Hk(n) estimates all appear

f(xi) ) k
n

1
Vs(Ri,k)

(18)

Vs(Ri,k) )
πs/2Ri,k

s

Γ(1
2

s + 1)
(19)

I ≈ -1
n ∑

i)1

n

ln f(xi) ) 1
n ∑

i)1

n

ln
nπs/2Ri,k

s

kΓ(1
2

s + 1)
(20)

I ≈ s
n ∑

i)1

n

ln Ri,k + ln
nπs/2

Γ(1
2

s + 1)
- Lk-1 + γ (21)

S[x1,x2] ) - 1

Ω[x1,x2] ∫ J(x1, x2)g(x1, x2) ln g(x1, x2) dx1 dx2

(22)

Hk
[x](n) ) 1

n ∑
i)1

n

ln Ri,k + ln
nπ1/2

Γ(1
2
+ 1)Ω[x]

- Lk-1 + γ

(23)

Hk
[x1,x2](n) ) 2

n ∑
i)1

n

ln Ri,k + ln
nπ1

Γ(1
2

× 2 + 1)Ω[x1,x2]
-

Lk-1 + γ (24)

var[Hk(n)] )
Qk + var[ln f(x)]

n
(25)

wk )
1/(Qk + var[ln f(x)])

∑
i)1

m

1/(Qk + var[ln f(x)])

for k ) 1, 2...m (26)

wk )
1/Qk

∑
k)1

m

1/Qk

for k ) 1, 2...m (27)
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graphically to have fluctuations of a similar magnitude, then
the var[ln f(x)] term must be large, and the simple arithmetic
average is more appropriate. Such inspection of our data
revealed var[ln f(x)] to be small. As such, the weighted
average determined by application of eq 27 was taken in
this work as our best possible estimate of H(n).

2.5. Calculation of the Excess Energy, Enthalpy,
and Free Energy. The excess molar energy of a fluid is
simply

where u(r,ω2) is the interaction energy between two mol-
ecules with distance r and orientation determined by ω2. This
quantity is straightforward to extract from the simulation,
as it is merely one-half of the interaction energy between
the water molecule of interest with the rest of the system.
The molar excess enthalpy can be obtained by approximating
the ∆(PV) term. For the liquid phase, the PV term may be
safely neglected, and for the gas phase, we may use the ideal
gas equation of state PV ) NkT to derive an excellent
approximation to the PV term analytically. Combined with
the excess entropy, we find the excess free energy of the
fluid may be expressed as

as is typical.
2.6. The Finite-Difference Method of Entropy

Calculation. To generate reference data to examine the
accuracy of the kth NN method of evaluating the entropy
expansion, we pursued a finite difference analysis of the
solvation free energy, as computed from free energy per-
turbation theory (FEP). The finite-difference (FD) method
of computing an entropy from FEP data proceeds by first
noting that the entropy is the temperature derivative of the
free energy, and then attempting to accurately estimate this
slope,28 that is

This method relies on the assumption that the heat capacity
of the system is independent of temperature in the range [T
- ∆T, T + ∆T].29 This assumption appears to be valid near
room temperature with ∆T even as large as 50 K.28 Here,
we use the Bennett acceptance ratio30 method to calculate
the excess free energy of liquid water at T ) 298 ( 20 K,
and then use FD to calculate the excess entropy at T ) 298
K. The datails of this method are included in the appendices.
These data allow for independent validation of the NN
approach and the approximations therein.

2.7. Details of the Simulation. Dynamics trajectories
were generated using the Desmond molecular dynamics
program.31 A 25 Å cubic box of the TIP4P32 water model
wasfirstequilibratedto298Kand1atmwithNose-Hoover33,34

temperature and Martyna-Tobias-Klein35 pressure controls,
followed by 30 ns NVT dynamics simulation with a
Nose-Hoover33,34 temperature control. To integrate the

equations of motion of the system, the RESPA36 integrator
was used, where the integration step was 2 fs for the bonded
and the nonbonded-near interactions and 6 fs for the
nonbonded-far interactions. Configurations were collected
every 1.002 ps. The cutoff distance was 9 Å for the van der
Waals interaction, and the particle-mesh Ewald37 method was
used to model the electrostatic interactions. Similar simula-
tions were performed for the SPC,38 SPC/E,39 TIP3P,32 and
TIP4P-Ew40 water models.

When extracting the solvent configurations to compute the
PCF, we chose to only use the configurations of a distin-
guished solvent molecule with the rest of the system, instead
of collecting statistics from all pairs of solvent molecules.
Our primary interest in developing this technique was to later
adapt the method to study the solvation of solutes; thus, we
were interested in determining realistic estimates of the
convergence of the technique when the isotropic symmetry
of the fluid was not present. Such a protocol allows for an
interrogation of the relative convergence properties of the
various methods that might be obscured by the additional
statistics offered by taking advantage of the symmetry of
the system.

3. Results and Discussion

3.1. The Shannon Entropies. The NN estimates of the
two-dimensional orientational Shannon entropies S[t1,t2] of the
TIP3P water model for the three shells are given in Figures
1, 2, and 3. The results reported in these figures were
generally representative of those results obtained for the other
models. We see from the figures that the weighted average
estimate of all of the Shannon entropies is converged over
the course of the simulations. The results of all of the one-
and two-dimensional orientational Shannon entropies for each
of the three shells for all of the water models studied are
given in Table 1. By application of formulas 4 and 7, we
computed the translational excess entropies and orientational
excess entropies for all of the water models studied. All of
the final results are shown in Table 2. From the table, we

∆E ) 1
2
F

Ω2 ∫ g(r, ω2)u(r, ω2) dr dω2 (28)

∆G ) ∆E + ∆(PV) - Tse (29)

-∆S(T) ) 〈∂∆G
∂T 〉P

) ∆G(T + ∆T) - ∆G(T - ∆T)
2∆T

(30)

Figure 1. The first shell orientational Shannon entropy S[t1,t2]

for the TIP3P model as a function of the number of data points
(labeled on the horizontal axis in front of “/” in units of 1000)
and the corresponding simulation time (labeled on the hori-
zontal axis in parentheses) using the NN method. The
weighted average estimate and the associated error bar were
also depicted.
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see that for the TIP4P model the excess entropy result from
the NN method, -13.67 eu, is very close to the experimental
value, -14.1 eu. We also note excellent agreement between
the excess entropies computed here and those derived from
cell theory.41 The agreement for the TIP3P and SPC models
was slightly diminished as compared to the other models,
for reasons that will be explained later.

3.2. Convergence Properties. We extensively compared
the commonly employed histogram method to compute the
orientational Shannon entropy to the NN method weighted
average (Figures 4, 5, and 6). We see clearly that the NN
method weighted average converges much faster than the
histogram method for shells 1 and 2. For shell 3, both
methods give similar results. This is easily understood: for
the first and second shells, the water molecules are highly
correlated, and the histogram results will have a strong
dependency on the bin size used to do the integration;

however, for the third shell, there is little correlation, so the
histogram method has similar convergence properties as
compared to the NN method.

Figures 7, 8, 9, 10, and 11 depict the total orientational
excess entropies as a function of simulation time from the
various histogram estimates and the NN weighted average
estimate. For all of the models studied, the 10° histogram
estimate (which is most commonly used currently6,10) gave
results closest to the NN estimate. However, for a bin size
of 20°, the entropy result is biased away from the correct
result, and for bin sizes of 5° and 2.5°, much longer
simulation time would be needed to converge the results.
Because ideal bin size is problem specific, it cannot be
deduced unless other reference data are already known. Thus,
the absence of such a parametric bias in the NN method is
a notable advantage of the technique.

3.3. Error Analysis. As described in the Methods, we
calculated the variance associated with the weighted average
of the NN estimates for each of the one- and two-dimensional
Shannon entropies. Because the NN estimate is asymptoti-
cally unbiased, the error of the estimate is also given by the
variance. We calculated the error on the basis of the weighted
average, which assumes var ln f(x) is 0. However, even in
the extreme cases where var ln f(x) goes to infinity and the
five NN estimates contribute equally to the average, the
variance of the arithmetic average only differs slightly from
weighted average, and they are within the error bar of each
other, strongly indicating the convergence of these calcula-
tions (Figures 12 and 13).

3.4. The Radial Dependence of Orientational
Shannon Entropy. We calculated the orientational Shannon
entropies in three radial regions, assuming the orientational
distribution would be independent of r in each subregion.
To validate this approximation, we calculated the orienta-
tional Shannon entropies at different intervals of r from 2.5
to 4.0 Å. Typical Shannon entropies S[t1,t2] at different values
of r are shown in Figure 14.

We see from the figure that the Shannon entropy increases
as the distance between the two water molecules r increases,
and goes to zero when r is sufficiently large. Additionally,
the change of the Shannon entropy with respect to r is smooth
in the respective first and second hydration shells. Because
of the slow variation of the orientational Shannon entropy
with respect to r, the sum of the orientational excess entropy
at each interval will differ from the sum of the orientational
excess entropy of the three shells only by at most 0.5 eu,
which is within statistical uncertainty of the calculation. Thus,
this approximation was not a large source of error in these
calculations.

3.5. Inclusion of g(θ1,�1) in the Factorization. The
factorization of the PCF used here differs from the more
common formulation6 by the explicit inclusion of g(θ1,�1)
and g(θ2,�2). The distribution functions g(θ1)*g(�1) and
g(θ1,�1) for the TIP4P model are shown in Figures 15 and
16. Careful inspection of these figures suggests that g(θ1,�1)
differs from g(θ1)g(�1) quantitatively, which is supported by
the two-dimensional Shannon entropy S[θ1,�1] differing sig-
nificantly from the sum of S[θ1] and S[�1]. For example, for
the TIP4P model, the first shell Shannon entropy of S[θ1,�1]

Figure 2. The second shell orientational Shannon entropy
S[t1,t2] for the TIP3P model as a function of the number of data
points (labeled on the horizontal axis in front of “/” in units of
10 000) and the corresponding simulation time (labeled on
the horizontal axis in parentheses) using the NN method. The
weighted average estimate and the associated error bar were
also depicted.

Figure 3. The third shell orientational Shannon entropy S[t1,t2]

for the TIP3P model as a function of the number of data points
(labeled on the horizontal axis in front of “/” in units of 100 000)
and the corresponding simulation time (labeled on the hori-
zontal axis in parentheses) using the NN method. The
weighted average estimate and the associated error bar were
also depicted.
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is -1.21, while S[θ1] is -0.34 and S[�1] is -0.29. This result
indicated a non-negligible correlation between �1 and θ1,
which suggested that the explicit inclusion of g(θ1,�1) and
g(θ2,�2) in our factorization would lead to greater quantitative
precision. This also explains why our excess entropy result
for the TIP4P model (-13.67 eu) is about 1.5 eu more
negative than the previously reported value (-12.2 eu),6

which is in better agreement with both the FD estimate of
the entropy of the model and the experimental estimate of
liquid water.

3.6. Comparison of Free Energy Results. From these
simulations, we computed the excess molar energies and
excess free energies of the various water models. The results
of these calculations for all models studied are listed in Table

3 alongside the relevant literature values. The excess free
energies we have obtained here show excellent agreement
(within 0.5 kcal/mol uniformly) with the high precision FEP
results obtained by Shirts et al.43 Interestingly, the TIP4P
model gives results closest to the experimental quantities.

The SPC/E, TIP4P, and TIP4P-Ew models all give free
energy results somewhat closer to the Shirts43 results than
the other models. This may not be accidental. In our
calculations, the higher order multiparticle correlation en-
tropies were ignored. There is some literature precedence
expecting these higher order contributions to the excess
entropy to vanish at the temperature of solid-liquid phase
transition.44,45 Recently, Saija has shown that for the TIP4P

Table 1. Orientational Shannon Entropies of the Five Water Modelsa

water models S[t1,t2] S[t1,�1] S[t1,�2] S[�1,�2] S[t1] S[�1]

TIP4P -1.33 -1.21 -1.15 -1.02 -0.34 -0.29
SPC -1.67 -1.28 -1.24 -0.89 -0.50 -0.27

shell 1 TIP3P -1.65 -1.16 -1.14 -0.74 -0.47 -0.23
SPC/E -1.70 -1.32 -1.29 -0.94 -0.51 -0.29
TIP4P-Ew -1.44 -1.29 -1.23 -1.05 -0.39 -0.30
TIP4P -0.59 -0.44 -0.46 -0.38 -0.10 -0.10
SPC -0.69 -0.42 -0.46 -0.30 -0.11 -0.09

shell 2 TIP3P -0.60 -0.29 -0.34 -0.18 -0.09 -0.06
SPC/E -0.71 -0.46 -0.50 -0.33 -0.13 -0.10
TIP4P-Ew -0.68 -0.51 -0.53 -0.38 -0.12 -0.12
TIP4P -0.010 -0.007 -0.002 -0.003 -0.001 -0.000
SPC -0.014 -0.007 -0.005 -0.001 -0.002 -0.000

shell 3 TIP3P -0.015 -0.003 -0.003 -0.001 -0.002 -0.000
SPC/E -0.013 -0.007 -0.005 -0.003 -0.001 -0.000
TIP4P-Ew -0.012 -0.007 -0.004 -0.001 -0.001 -0.000

a t ) π/2(cos(θ) + 1); all of these entropies are unitless.

Table 2. Comparison of Entropy Results from the NN Method and Cell Theorya

EXP TIP4P TIP3P SPC SPC/E TIP4P-Ew

strans
(2) -3.15(3.14b) -2.99 -2.99 -3.19 -3.33

sorient
(2) -10.52(9.10b) -8.58 -10.20 -11.53 -11.76

sex
(2) -13.67(-12.2b) -11.57 -13.19 -14.72 -15.09

sex -14.05c -14.32d -13.36d -14.01d -14.79d -14.99d

a Entropies in cal/(mol ·K) (eu). b Data from Lazaridis.6 c Data from Wagner.42 d Data from Henchman by cell theory.41

Figure 4. The first shell orientational Shannon entropy S[t1,t2]

for the TIP3P model as a function of the number of data points
(labeled on the horizontal axis in front of “/” in units of 1000)
and the corresponding simulation time (labeled on the hori-
zontal axis in parentheses) using histogram method. The
weighted average of the NN estimates and the associated
error bar were also depicted.

Figure 5. The second shell orientational Shannon entropy
S[t1,t2] for the TIP3P model as a function of the number of data
points (labeled on the horizontal axis in front of “/” in units of
10 000) and the corresponding simulation time (labeled on
the horizontal axis in parentheses) using histogram method.
The weighted average of the NN estimates and the associated
error bar were also depicted.
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model, the temperature of maximum density (TMD) coin-
cides with the temperature where higher order contributions

to the entropy should vanish.13 Studies of temperature
dependence of the densities of the different water models
studied here46 have shown that the TMD of the TIP4P model
occurred at 258 K, the TMD of the SCP/E model occurred
at 235 K,47 the TMD of the TIP4P-Ew model occurred at

Figure 6. The third shell orientational Shannon entropy S[t1,t2]

for the TIP3P model as a function of the number of data points
(labeled on the horizontal axis in front of “/” in units of 100 000)
and the corresponding simulation time (labeled on the hori-
zontal axis in parentheses) using histogram method. The
weighted average of the NN estimates and the associated
error bar were also depicted.

Figure 7. Total orientational excess entropy as a function of
simulation time from the NN method and histogram method
with different bin width for the TIP3P model.

Figure 8. Total orientational excess entropy as a function of
simulation time from the NN method and histogram method
with different bin width for the SPC model.

Figure 9. Total orientational excess entropy as a function of
simulation time from the NN method and histogram method
with different bin width for the SPC/E model.

Figure 10. Total orientational excess entropy as a function
of simulation time from the NN method and histogram method
with different bin width for the TIP4P model.

Figure 11. Total orientational excess entropy as a function
of simulation time from the NN method and histogram method
with different bin width for the TIP4P-Ew model.
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272 K,40 and the density of the SPC and TIP3P models
increases monotonically as temperature decreases in the range
[220,370].46 This indicates, for the TIP3P and SPC models,
multiparticle correlation entropy may contribute more to the
total entropy than for the other models, which may be why

our quantitative accuracy for them is somewhat diminished.
However, the molecular detail afforded by this technique in
yielding both a value of the entropy and a physical
interpretation of its meaning, in terms of the fluid structure
implied by the shape of the pair correction function (PCF),
gives it a comparative advantage over techniques such as
FEP, which will generally only yield a value of the entropy
without any additional molecular understanding of the
system.

3.7. Entropy Calculation from FD Method. We calcu-
lated the excess free energy of water at temperature 298 (
20 K with the Bennett acceptance ratio30 method and
obtained entropies at 298 K by the FD formula. The results

Figure 12. Comparison between the arithmetic average and
the weighted average of the NN estimates for the first shell
Shannon entropy S[t1,t2] for the TIP3P model. They are within
the error bar of each other.

Figure 13. Comparison between the arithmetic average and
the weighted average of the NN estimates for the second shell
Shannon entropy S[t1,t2] for the TIP3P model. They are within
the error bar of each other.

Figure 14. Orientiational Shannon entropy S[t1,t2] as a function
of r for the various water models.

Figure 15. Products of one-dimensional marginal distribution
function g(θ1)*g(�1) for the TIP4P model in the first shell.

Figure 16. Two-dimensional marginal distribution function
g(θ1, �1) for the TIP4P model in the first shell.

Figure 17. Thermodynamic cycle depicting the constant
pressure corrections to ∆Gsim at temperatures T ( ∆T when
computing the slope of ∆Gsim with respect to T.
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are presented in Table 4. The excess entropies computed from
the FD method are consistently larger in magnitude than
those computed from the NN method, consistent with us
neglecting the contributions from the higher order terms of
the expansion.

As in the proceeding section, the NN and FD excess
entropies of the SPC/E water are in very close agreement;
however, the agreement of the NN and FD entropies of the
SPC and TIP3P models is much poorer. We again expect
the reason for this discrepancy to be due to the TMD of the
SPC/E model being close to the range of temperatures treated
in this study, while the TMDs of the SPC and TIP3P models
fall well outside this range. Thus, the higher order terms of
the entropy expansion are expected to make larger contribu-
tions to the excess entropies for the SPC and TIP3P models
versus the contribution made to the excess entropy of the
SPC/E water.

4. Conclusion

Our results indicate that the NN method of computing
entropies in the liquid state offers several compelling
advantages over the more common histogram approaches,
including (1) much faster convergence for a given amount
of simulation data; (2) an intuitive error bound for the
uncertainty of the calculation without resorting to block
averaging or bootstrapping techniques, which may be
problematic to apply to estimators of the entropy; and (3)
not relying on empirically tuned parameters, such as the
histogram bin width, which may bias the results in an
unpredictable fashion. We also found that inspection of the
limiting behaviours of var ln f(x) may be used to both analyze
the convergence of the given calculation and develop the
best possible estimate of the entropy given a set of calculated
Hk(n). Although we also found that a judicious choice of
the histogram bin width may mitigate these advantages, such
a choice is difficult to make without prior knowledge of the

properties of the limiting distribution, which may not be
available when new problems are investigated.

Our alternative factorization of the water-water correlation
function, which explicitly included correlations between the
angle formed by the water dipole vector and the intermo-
lecular axis with the angle of rotation of the water molecule
about its dipole vector, was found to increase the agreement
of results obtained by the entropy expansion with those
obtained by less approximate methods, such as FEP and the
FD benchmark calculations. This result suggests that this
contribution should not be ignored in future studies of the
excess entropy of liquid water and other fluids.
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Appendix A: Determination of Most Proper
Weights

Given that x1, x2,...xn are independent variables with the same
average u but different variance V1, V2,...Vn, we may define xj
) ∑i)1

n wixi, with constraint ∑i)1
n wi ) 1. We may find the

weights wi such that the variance of xj is minimized:

Using Lagrange multipliers, we find:

Table 3. Results for the Energy, Enthalpy, and Entropy of Liquid Water from Various Methodsa

water models TIP4P TIP3P SPC SPC/E TIP4P-Ew

excess energy -9.85 -9.49 -9.90 -11.08 -10.91
excess enthalpy -10.43 -10.07 -10.48 -11.66(-10.48d) -11.49(-10.45e)
excess enthalpyb -10.41 -10.09 -10.47 -11.69(-10.51d) -11.61(-10.57e)
excess entropy from NN -13.67 -11.57 -13.19 -14.72 -15.09
excess entropyc -14.43 -13.39 -14.46 -15.57 -15.53
excess free energy from NN -6.36 -6.63 -6.55 -7.27(-6.09d) -7.00(-5.96e)
excess free energyb -6.11 -6.10 -6.16 -7.05(-5.87d) -6.98(-5.94e)
excess free energy from exp -6.33
excess enthalpy from exp -10.52

a Energies in kcal/mol, entropies in cal/(mol ·K) (eu). b Results from Shirts.43 c Results from Shirts43 by subtracting enthalpy from free
energy. d Include polarization correction.39 e Include polarization correction.40

Table 4. Entropy Results from FD Method and Comparison with Other Methodsa

water models TIP4P TIP3P SPC SPC/E TIP4P-Ew

excess free energy at 278 K -6.35b -6.21(-6.24d) -6.36(-6.39d) -7.19(-7.23d)
excess free energy at 298 K -6.03b -5.95 -6.06 -6.89
excess free energy at 318 K -5.73b -5.71(-5.69d) -5.80(-5.78d) -6.66(-6.62d)
excess entropy from FD -15.2b -13.8((0.8e) -15.2((0.8e) -15.3((0.8e)
excess entropy from NN -13.67 -11.57 -13.19 -14.72 -15.09
excess entropy from FEPc -14.43 -13.39 -14.46 -15.57 -15.53

a Energies in kcal/mol, entropies in cal/(mol ·K) (eu). b Results from Saija.13 c Results from Shirts43 by subtracting enthalpy from free
energy. d Results in parentheses include constant pressure correction (Appendix B). e Indicates the error associated with the entropy.

var[xj] ) ∑
i)1

n

(wi)
2Vi (1)
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1
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∑
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1
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and

By application of eq 2 and ∑i ) 1
n wi ) 1, we find:

Thus, we can approximate the variance of the weighted
average by the estimator:

Appendix B: Constant Pressure Correction
to ∆Gsim for the FD Entropy

In the FEP simulations, we turned on/off the interaction
between one distinguished water molecule with the rest of
the system at constant temperature T and constant pressure
P0, over the series of several λ windows. The solvation free
energy of the distinguished water molecule corresponds to
the difference in the chemical potential µ between two
phases: (1) the liquid phase and (2) the ideal gas phase with
the same temperature and number density as the liquid.48

For example,

where P* is the pressure of the ideal gas with the same
temperature T and number density as the simulated liquid at
pressure P0, and ∆̃ is the isobaric-isothermal partition
function of the system specified by lambda. (For details,
please see ref 48.)

The heat capacity of the ideal gas at constant pressure P*
is trivially constant with respect to temperature, and we may
well approximate the heat capacity of liquid water to also

be constant under constant pressure P0 over the temperature
range studied here. It then follows:

which are the typical equations of the finite difference method
of computing the thermodynamic entropy. In these equations,
all of the ∆ quantities correspond to the difference of the
thermodynamic quantities between the liquid phase at P0 and
the ideal gas phase at P*.

In similar simulations run at pressure P0 but temperatures
T ( ∆T, we analogously find

where P1 and P2 correspond to the ideal gas pressure with
the same temperature and number density as the simulated
liquids. Note that the ∆G values obtained from simulation
differ from those occurring in eq 13 because the reference
gas-phase free energies differ, and thus we must explicitly
correct for this difference in the reference state. By adding
a correction term ∆Gcorr(T ( ∆T) to the simulated free
energy, we were able to use eq 13 to calculate the entropy
at temperature T, where:

and

These corrections, although small in magnitude, were
systematically of opposite sign at temperatures T ( ∆T
because the thermal expansion coefficient of liquid water
differs from the thermal expansion coefficient of the ideal
gas. As a result, failure to apply these corrections will lead
to a non-negligible systematical bias in the FD-FEP entropy.

The thermodynamic cycle indicating the whole process,
including correction terms, is depicted in Figure 17. Note
that in the cycle depicted in Figure 17, we must compute
the correction terms at temperatures T ( ∆T to compute the
slope of ∆G with respect to T, that is, the entropy associated

var[xj] ) 1

∑
i)1

n
1
Vi

(3)

E[ ∑
i)1

n

wi(xi - xj)2] ) E[ ∑
i)1
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∆Gsim(T) ) -kT ln
∆̃(λ ) 1)

∆̃(λ ) 0)
) µl(N, P0, T) -

µg(N, P*, T) (9)

∆G(T) ) ∆H(T) - T∆S(T) (10)

∆H(T ( ∆T) ) ∆H(T) ( ∆CP∆T (11)

∆S(T ( ∆T) ) ∆S(T) + ∆CP ln
T ( ∆T

T
(12)

∆S(T) ≈ -∆G(T + ∆T) - ∆G(T - ∆T)
2∆T

(13)

∆Gsim(T - ∆T) ) µl(N, P0, T - ∆T) - µg(N, P1, T - ∆T)
(14)

∆Gsim(T + ∆T) ) µl(N, P0, T + ∆T) - µg(N, P2, T + ∆T)
(15)

∆Gcorr(T - ∆T) ) µg(N, P1, T - ∆T) - µg(N, P*, T - ∆T)

) k(T - ∆T) ln
P1

P*
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∆Gsim(T - ∆T) - ∆Gcorr(T - ∆T)

2∆T
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with the solvation free energy of transferring the water
molecule from the gas phase to the liquid phase at tempera-
ture T.
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Abstract: It is widely accepted that correctly accounting for polarization within simulations
involving water is critical if the structural, dynamic, and thermodynamic properties of such systems
are to be accurately reproduced. We propose a novel potential for the water dimer, trimer,
tetramer, pentamer, and hexamer that includes polarization explicitly, for use in molecular
dynamics simulations. Using thousands of dimer, trimer, tetramer, pentamer, and hexamer
clusters sampled from a molecular dynamics simulation lacking polarization, we train (artificial)
neural networks (NNs) to predict the atomic multipole moments of a central water molecule.
The input of the neural nets consists solely of the coordinates of the water molecules surrounding
the central water. The multipole moments are calculated by the atomic partitioning defined by
quantum chemical topology (QCT). This method gives a dynamic multipolar representation of
the water electron density without explicit polarizabilities. Instead, the required knowledge is
stored in the neural net. Furthermore, there is no need to perform iterative calculations to self-
consistency during the simulation nor is there a need include damping terms in order to avoid
a polarization catastrophe.

1. Introduction

The existence of life on Earth, and perhaps in the rest of the
cosmos, is reliant on the curious and unique properties of
water. Liquid water has a number of anomalous properties
compared to other similarly sized molecules and displays a
great number of solid phases. Understanding water is critical
to the understanding of environmental issues,1–3 green
chemistry,4–7 and biological processes.8–10 There are a
number of excellent reviews on the broad subject of water
and its unusual physicochemical features. Water is also an
excellent solvent as well as being able to accommodate gases
and guest molecules in the form of clathrate hydrates.11–17

Water has been the subject of numerous theoretical studies
ever since the dawn of computational methods. The first
water potential by Bernal and Fowler18 began what would
be a further 40 years of water simulations, with many
different potentials designed along the way. However, over
time, the focus has shifted from the analysis of small and

relatively simple water clusters to larger systems where the
number of water molecules is in the hundreds and interacting
with other species. As the number and types of atoms
involved in the simulation increase, ab initio calculations for
these systems become computationally demanding, even
exorbitant. Thanks to force fields and water potentials such
simulations become tractable, albeit with a loss in accuracy.
However, designing an accurate water potential is no easy
feat19 and has been the subject of research for almost 80
years. The design of a potential often becomes a parameter
fitting problem aiming at the reproduction of a series of target
properties, the number of which has grown as experimental
techniques improved. This, along with particular shortcuts
and simplifications in the design of a potential, reduces its
transferability. Among accurate recent potentials there is the
full-dimensional ab initio potential-energy surface for the
water dimer of Bowman and co-workers20 and the first-
principles water potential of Bukowski et al.21

It is widely recognized that there is a need for polarizability
to be included explicitly within water potentials.19,22–24 It* Corresponding author e-mail: pla@manchester.ac.uk.
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has been further suggested that flexibility should not be
introduced25 until polarization is properly modeled. There
is also a need for the electron density to be represented more
accurately than can be achieved with point charges, better
reflecting its anisotropic nature.26–28 The most popular
method is to represent the electron density by multipole
moments defined from ab initio wave functions.29–31

Recently, artificial learning methods have appeared in
potential design. Rather than trying to speculate which
functions best model a potential, research groups introduced
methods such as neural networks (NNs) to learn the potential
from large amounts of ab initio data.32–35 In this work we
present a new method where NNs are trained to learn the
relationship between a given water cluster configuration
(input) and the multipole moments of an atom in the central
water molecule within that configuration (output). After
proper training, NNs can predict the multipole moments for
an atom (within a water environment) in response to a given
water cluster configuration. Hence, the NNs allow the
multipole moments to dynamically respond to changes in
the local cluster configuration. We developed the above
method for dimer, trimer, tetramer, pentamer, and hexamer
clusters. In these systems, moments are predicted for the
central water molecule based upon the positions of the
neighboring water molecules. These dynamic multipole
moments combine polarization and charge-transfer effects
in a single dynamic correction to the unpolarized Coulomb
term. In addition, as we show below, we consider36 water
molecules appearing in water clusters as nonoverlapping.
According to QCT (section 2.2), water molecules have finite
boundaries and leave no spatial gaps between them. As a
result, there is no need to correct for the so-called penetration
effect,37 typically by means of damping functions.

2. Background

2.1. Water Potentials. Water potentials fall into two
categories: ab initio potentials and empirical potentials. Ab
initio potentials are models where the force field parameters
are set to reproduce the potential-energy surface as found
by a sample of ab initio calculations.38–40 Empirical potentials
are parametrized to reproduce the bulk phase thermodynamic
properties, a well-known example being TIP5P25 and the
more recent TIP4P/2005.41 Both methods suffer from a lack
of transferability. A potential fitted to reproduce the potential-
energy surface of small clusters is not an ideal model for
bulk conditions. Equally, a potential fitted to reproduce the
bulk properties is not the ideal model for a molecule within
small cavities and surfaces.

The simplification of using point charges on nuclear
positions and at the ‘lone pair’ positions about the oxygen
atom is popular. They are still used in the SPC series of
models,42–44 the TIPS series,25,45,46 and the model of Nada
and van der Eerden47 who combined TIP4P and TIP5P to
create a six-site potential, called NvdE.48 It is the location
and size of these point charges that may be modified to
recover the targeted properties of water. However, there are
many combinations of charges and water structures (bonds
and angles) that will give the correct dipole and quadrupole

moments, but this does not mean that any such model will
correctly predict further properties.44 The structure and
charge distribution of a water molecule is finely balanced
and has an influence on further properties, as expressed by
Vega et al. when considering the relative stabilites of ices.24

This is a view shared by Finney, who finds that classical
methods of locating charge, i.e., at ‘lone pairs’, are not
supported by quantum mechanics.11,12

It is known that the dipole of water increases from its gas-
phase value of 1.85 D49 to somewhere between 2.3 and 3.1
D50–54 when moving from the gas phase to the bulk. In fact,
water is a very polarizable molecule, able to respond to the
electrostatic influence of ions and fields. Water realigns such
that it opposes the field. The response to an external field is
quickly transmitted through the hydrogen-bonding network.
For this reason, liquid water is able to dissolve solids into
the component ions. To account for this dipole enhancement,
some models have had their charge distribution artificially
changed so that the effect is included implicitly, such as in
SPC/E42 and TIP4P.43 Such models are unreliable for
simulations of water in the gas phase, in small cavities,
surfaces, or very polar environments.19,55 It is assumed that
a more accurate water model that is transferable to many
phases will need to account for polarization correctly.

2.2. Quantum Chemical Topology and Coulomb
Interaction. Multipole moments are widely accepted to
better represent the electron density of water (and other
molecules). Studies by Gresh et al.,26 Kaminsky and Jens-
en,27 and Rasmussen et al.28 have demonstrated that a
multipolar representation of electron density is vital for
modeling electrostatic interactions accurately. The multipole
moments are coefficients of the series expansion that
describes the electrostatic potential generated by an electron
density. Multipole moments require more computational
resources compared to point charges, even if they are
expressed in terms of (irreducible) spherical harmonics as
opposed to less compact Cartesian tensors. Multipole mo-
ments can be determined from ab initio wave functions by
a number of methods, distributed multipole analysis (DMA)56

being a well-documented and popular one. Multipole mo-
ments defined by this method have been successfully
employed by Buckingham and Fowler.57 These moments also
turn up in the ASP potential,29,58 the AMOEBA31 water
model, and the effective fragment potential (EFP) method.59

Within the “sum of interactions between fragments ab initio”
(SIBFA)60,61 potential, the multipole moments are determined
by the partitioning method of Vigné-Maeder and Claverie.62

A further partitioning method that has grown from SIBFA
is the Gaussian electrostatic model (GEM),63,64 though it
relies on density fitting rather than multipole moments.

Within this work, the partitioning of the electron density
follows the method of the quantum theory of “atoms in
molecules”,65–67 which is part of the quantum chemical
topology (QCT) approach. A justification and rationale for
the latter name can be found in ref 68. QCT defines
topological atoms by the so-called gradient paths in the
electron density. Gradient paths originating at infinity follow
the direction of steepest ascent in every point of space. They
typically (but not necessarily) terminate at nuclei. The three-
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dimensional bundle of gradient paths that terminate at a given
nucleus defines an atomic volume. A different (two-
dimensional) bundle of gradient paths forms an interatomic
surface that marks the boundary between two atoms. This
bundle terminates at a so-called bond critical point, which
lies in between two atoms that share a common boundary.
There are no gaps between topological atoms, and they
collectiVely take up all space. Atomic multipole moments
are calculated by integrating the corresponding property
density over the atomic volume. As an integrand of the
volume integral, multiplication of the total electron density
with regular spherical harmonics gives the required multipole
moments.

The electrostatic interaction energy between two atoms is
given by eq 169

The multipole moments of atom A, QlAmA
(ΩA), and atom

B, QlBmB
(ΩB), interact through the tensor T(R). R is the

vector from nucleus A to nucleus B, the origins of the local
frames for each atom. Collecting together the terms of eq 1
by their power of R ) R, we gather together terms of the
same rank, L, defined as lA + lB + 1, where l is the rank of
the multipole moment. For example, R-3 dependence consists
of interactions between two dipole moments (lA ) lB ) 1)
and between a monopole moment (l ) 0) and a quadrupole
moment (l ) 2). By varying L, the convergence of the
multipole expansion can be monitored. Hättig’s recurrence
formula70 for the interaction tensor generates expansions up
to arbitrarily high rank. The exact interaction energy can be
obtained via a six-dimensional integration over the two
participating atoms ΩA and ΩB

where rAB is the distance between two infinitesimally small
charge elements and Ftot is the total charge density (which
includes the nuclear charge). Before71 we made a distinction
between the terms “electrostatic” and “Coulomb”. The former
term is only well defined in the context of (long-range)
intermolecular perturbation theory, while the latter applies
to the interaction of any charge densities, whether in an intra-
or intermolecular context. Since we will sample the electron
density from atoms in supermolecules (i.e., water clusters)
we are not working in a perturbation context, and hence,
the term Coulomb is more appropriate. However, some texts
use the two terms interchangeably.

QCT multipole moments are successful in MD simulations
of liquid hydrogen fluoride and water30,72,73 and aqueous
solutions of imidazole as well as neat liquid imidazole.74

2.3. Polarization. Polarization causes up to a 70%
increase in the dipole moment of water, and polarization is
often quoted as accounting for ∼15% of the total interaction
energy75,76 or as high as 50%.77 The easiest way to account
for polarization is implicitly, fitting the model parameters

so that the experimental bulk phase properties are recovered.
However, this does not allow for a dynamic anisotropic
response of the electron density to an external field and
changes in the local chemical environment.

The effect of an electric field upon a molecule can appear
in three ways, as outlined by Yu and van Gunsteren.77 A
molecule can respond to an external field by a combination
of reorientation, geometrical changes, and electronic redis-
tribution. All models, whether or not they include a geometric
or electronic response to polarization, will induce spatial
reorientation of a molecule in response to an external field.
However, this reorientation will of course be affected by any
geometrical and electronic polarization responses that are
accounted for by the model. Flexible models with static
charge distributions allocated to atoms do account for
polarization as a change in geometry in turn changes the
molecular electron distribution. However, most water models
assume a rigid geometry and concern themselves with the
inclusion of electronic polarization.

Polarization can be accounted for explicitly in a number
of ways. Three popular methods are (i) polarizable point
dipoles,78 (ii) fluctuating atomic charges,79 and (iii) attaching
a fictitious negative charge80 to the molecule by a harmonic
spring. The danger of the point dipole method is the
“polarization catastrophe”, where the dipoles respond in such
a way that the interaction energy becomes infinite. In order
to prevent a polarization catastrophe, where the dipole
moments become infinite, a Thole damping function limits
the response of the dipole moments.81–84 The point dipole
method appears in the AMOEBA water potential,31 where
polarizable point dipoles are located on atomic centers.
Within the SIBFA model, polarizable point dipoles are also
situated at off-nuclear positions.60,85–87 This is analogous to
the method in the EFP force fields.88 The charge-on-spring
method refined by MacKerell Jr. and Roux89 is a simple
concept adhered to in the past and more recently in the
charge-on-spring class of water potentials by the van
Gunsteren group.90–93 Here polarization is introduced by a
negative point charge tethered to the oxygen of the water
molecule by a harmonic spring. Finally, the fluctuating
charge method allows for the charge at atomic sites to change
in response to the external field. This means charge can be
redistributed about the molecule or transferred between two
molecules. Hence the fluctuating charge method can model
both polarization and charge transfer, where there is a partial
transfer of charge between the donor and acceptor molecules
that are interacting.94,95 In this view charge transfer appears
as a more extreme case of polarization.96 This method is
seen in combination with the TIP4P79 model and the POL5
model, which is a modification of the TIP5P/ST2 model.97

Unlike other polarization models, the fluctuating charge
approach models polarization and charge transfer together,
without additional terms to represent charge transfer.59,60,85,86

Within the SIBFA model, charge transfer is explicitly
represented by further terms.98

Recently, Houlding et al. proposed a novel method for
incorporating polarization into a simulation of a hydrogen
fluoride dimer99 via dynamic QCT multipole moments.
Drawing on large amounts of ab initio data, NNs were trained

EAB )

∑
lA)0

∞

∑
lB)0

∞

∑
mA)-lA

lA

∑
mB)-lB

lB

TlAmAlBmB
(R)QlAmA

(ΩA)QlBmB
(ΩB) (1)

EAB ) ∫ΩA
drA ∫ΩB

drB

Ftot(rA)Ftot(rB)

rAB
(2)
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to predict the atomic multipole moments of hydrogen fluoride
from thousands of configurations of hydrogen fluoride
dimers. Following this work, Darley et al. presented a
method100 to tackle intramolecular polarization in a similar
manner. In that work, polarization was a response to changes
in the conformations of N-methylacetamide and glycine. In
this work we follow the polarization method first introduced
by Houlding et al. but expand the method to account for
polarization caused by further nearest neighbors.

2.4. Neural Networks. For many years, NNs have been
the subject of interest101–103 as they are useful in discovering
mappings between input and output data. In essence they
accomplish this by classifying data (possibly large amounts)
in arbitrarily high dimensional spaces. A NN is an array of
connected nodes, processing units called threshold logic units
(TLU), which pass information between themselves. A
number of inputs are received by the node, which then sends
an output. Each individual input to a node is multiplied by
relevant weights, the products subsequently being summed.
This sum is then passed through an activation function,
whose function value is the final output. Alteration of these
weights allows the NN to learn functions and relationships.

The main feature of a NN is the architecture, defined by
the number of hidden layers and the number of nodes in the
input, output, and hidden layers. Figure 1 shows a NN with
inputs for the dimer, a single hidden layer, and an output.
There are four hidden nodes and a bias node for both the
input and hidden layer. Note that the bias nodes only send
signals to the next layer; they do not receive any inputs. The
hidden nodes are so named because the user does not have
direct access to their outputs and because the hidden neurons
must develop their own representation of the inputs.102 The
hidden layer allows the network to learn complex relation-
ships by finding meaningful features from the inputs. The
simplest NN is a feedforward network where there is only a
single hidden layer of nodes. In a feedforward network, the
nodes only pass information to the next layer and not back
to a previous layer or to nodes in the same layer. NNs learn
the mappings between inputs and outputs from a training

set of examples. This superVised learning involves the
reproduction of a giVen output from the associate input
pattern, in order to alter the weights. This is the backpropa-
gation of errors method. The process is repeated for every
example in the training set before beginning again, with each
full pass of the training set called an epoch.

Each neuron in layer k sums p inputs xj from the previous
layer j, which are each multiplied by their relevant weight
wkj, resulting in activation ak, as shown in eq 3

Each weight wkj expresses the relationship between neuron
k and neuron j. A weight can be positive or negative for a,
respectively, excitatory or inhibitory connection. The output
of a neuron must exceed a given threshold, θ, in order to be
activating. Typically, the nonlinear sigmoid transfer function
determines if a neuron’s output is activating, given by eq 4
where F defines the shape of the sigmoid and y is the output.

In this work we are mapping our inputs, the internal
coordinates that describe the water clusters, to our outputs,
the multipole moments of the atoms in the central water
molecule of the cluster.

In order to achieve the optimal NN for the prediction
multipole moments the architecture of the NN is modified
by varying the number of hidden nodes. NNs predictions
can also be improved by altering two training parameters,
the learning rate and the momentum.102 Before training the
input data must be standardized, i.e., transformed to dimen-
sionless data that have a mean value of zero and a standard
deviation of one. Subsequently, the data are transformed to
lie in the interval [0,1] via eq 5

where xi are standardized input data, xi,n are normalized input
data, and xmin and xmax are minimum and maximum values
of the standardized data, respectively.

When training, the NN’s performance is determined by
the r2 correlation coefficient, which measures the linear
relationship between the predicted output and the desired
output, defined in eq 6

where aj is the target output, bj the predicted output, and N
the number of training examples.

A properly trained NN is one that is well generalized. This
means that the NN is not overtrained nor overfitted. Over-
fitting means that the NN suffers from an overly flexible
architecture. As a result, it inappropriately absorbs all the

Figure 1. Diagram of a feedforward neural network with one
hidden layer. The blue square is an input node, the blue circles
are bias nodes, the green diamonds are hidden nodes, and
the purple pentagon is an output node. In this work, the output
is a multipole moment of a given atom and the inputs are the
polar and Euler coordinates of the neighboring water mol-
ecules, shown here for the dimer cluster.

ak ) ∑
j)0
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noise in the training set and does not focus on the prime
underlying trends in the data. Overtraining refers to when
the NN has been trained for too many epochs and offers no
predictive ability.

3. Computational Details

Multipole moments allow for an anisotropic description of
the electron density of atoms. Multipole moments must be
correctly aligned in space relative to each other because the
Coulomb interaction between moments is orientation depen-
dent. In our previous work100 on glycine and N-methlyac-
etamide we introduced an atomic local frame (ALF). In this
work we use a molecular local frame (MLF). This means
that the atomic multipole moments for a particular water
molecule all have the same local frame. This frame, shown
in Figure 2, is simply defined by aligning the positive y axis
along the HOH bisector, with both hydrogen atoms in the
positive y direction. The yz plane is then defined by the HOH
plane, with the first hydrogen atom lying at the negative side
of the z axis.

This orientation convention determines both the generation
of the training data for the NNs and the prediction of the
moments by the NNs. The MLF defines the rotation of the
moments from the MLF into the global frame. The training
data, the multipole moments, are generated with respect to
the MLF for every training example. Consequently, the NNs
will predict moments with respect to the MLF. This means
that the orientation of the MLF is embedded in the training
data. The number of cluster configurations (or geometries)
needed for the training is determined by the NN’s architec-
ture, more specifically, the number of weights. A rule of
thumb is to have approximately 10 training examples (i.e.,
cluster configurations) for every weight being trained.
Configurations are taken from molecular dynamics simula-
tions74 of pure liquid water at ambient conditions performed
with nonpolarized (gas phase) QCT multipole moments. For
each water molecule in the simulation we find the nearest
neighbors that would form the dimer, trimer, tetramer,
pentamer, or hexamer clusters. This signifies that we build
our clusters in a hierarchical manner about a central water
molecule. In other words, the dimer clusters lie within their
trimer cluster, the trimer clusters lie within the tetramer
clusters, and so forth. This is how approximately 5000
configurations of each cluster size are generated.

The program GAUSSIAN03104 generated wave functions
at the B3LYP/aug-cc-pVTZ level, for each cluster configura-

tion, without geometry optimization. The internal geometry
of each water molecule is fixed at the gas-phase-optimized
values at the B3LYP/aug-cc-pVTZ level. Due to the modular
nature of our method, the electron density may be obtained
from wave functions generated at other levels of theory,
possibly more advanced, future computing power allowing.
For the central water molecule (which lies in the MLF as
described above) the program MORPHY105–107 generated
the (atomic) QCT multipole moments for each atom.

The inputs for the NNs are generated from the Cartesian
coordinates of the cluster. The Cartesian coordinates are
transformed into a set of nonredundant coordinates following
the method laid out by Stone.108 For systems of rigid and
nonlinear molecules we have 6(N - 1) coordinates, where
N is the number of molecules. For example, a system of 3
molecules has 12 coordinates, 6(3-1) ) 12. With the central
molecule at the origin of the MLF and aligned as described
above, the position of each neighboring water molecule is
described by three polar coordinates and three Euler angles.
The polar coordinates are the distance ROO between the
central water oxygen atom and the oxygen atom of the
neighboring water. The angle θ spans the vector ROO and
the z axis, and the angle � spans the (positive) x axis and
the projection of the vector ROO on the xy plane. The three
Euler angles, R, �, and γ are measured with respect to the
reference water, where the HOH plane lies in the xz plane,
with the hydrogen atoms in the negative z direction.

After defining the coordinates of each configuration (for
a given cluster size), the data are standardized and normalized
for subsequent exploitation by the NNs. For a given atom
in the central water molecule, both the coordinates for a given
configuration and the multipole moments for the atom in that
configuration are transformed to lie between 0 and 1.
Training starts operating on these transformed input and
output data. Using different network architectures, momenta,
and learning rates, NNs are trained for each multipole
moment, up to and including the hexadecapole moment
(l ) 4), of each atom in the water molecule. To start training,
the input data set for a given moment is split into 10 unique
validation sets. Each 10% of the data set serves as a
validation set in turn. For each assigned validation data the
reminder of the data (90%) set is divided up, such that two-
thirds are used for training (60%) and the remaining third
(30%) for testing in early stopping. In other words, for a
given set of training parameters and architecture, we tested
for early stopping and validated on 10 different sets.

Training is performed to maximize the training set
correlation coefficient r2. We aim to ensure that the NN is
capable of making predictions for examples that were not
seen in the training set. Hence, we require that the correlation
coefficient for the validation set, V2, is also maximized and
close to 1. The statistic V2 is calculated by the same formula
as r2 (eq 6) but by inserting data of the validation set only.
For completeness we also determine the same correlation
coefficient for the early stopping set, which we call q2. The
latter statistic is not to be confused with the q2, the familiar
cross-validation correlation coefficient (leave one/many out).
However, it is possible that NN is overtrained and offers no
predictive ability. To monitor proper NN generalization and

Figure 2. Molecular local frame (MLF) of a central water
molecule. The yz plane is defined by the HOH plane.
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to select the best NN we demand that the ratio r2/V2 is close
to 1. To certify that the training does not suffer from
overtraining or overfitting we monitor the performance of
the NN as it is trained. To do this we make use of the early
stopping data set. Using the early stopping set we combine
two methods for monitoring the performance, which have
been described by Prechelt.109 We test for the loss of
generalization of the NN via the generalization loss function,
defined in eq 7

where Eopt(t) is the lowest root-mean-square error (rmse), for
the early stopping set, that has ever occurred by epoch t.
This corresponds to the best performance ever seen. Eea(t) is
the performance found at a given epoch t. GL(t) is a measure
of the loss of generalization at a time t. It is desirable that
during the training increasingly better models are generated.
If so, the error Eea(t) will always be less than Eopt(t), in which
case GL(t) is negative. However, if GL(t) is positive then
training stops. This testing is initially performed for a given
interval of t (here 25 epochs) rather than for every epoch.
However, there may be a chance that generalization recovers
and improves if training continues. For this reason we test
the progress. This means that we monitor how many times
GL(t) exceeds a specified threshold. If GL(t) exceeds the
threshold 10 times then training is ended. When training is
signaled to be stopped it returns to the best weights and
location on the error surface achieved so far. Generalization
loss is then tested, with a lower threshold, at each epoch
before training is ended. The initial GL(t) is set to 0.01, which
turned out to be adequate for our training purposes. This
threshold allows the training to escape local minima in the
fitness landscape. Lowering the threshold to 0.005 and
progressing epoch by epoch (rather than every 25 epochs)
is more appropriate to explore a local minimum. The latter
threshold aids in finding the best possible solution without
leaping away from it.

This combination of methods described by Prechelt109

guarantees that training minimizes the errors while avoiding
that it is trapped in local minima on the error surface. By
training 10 times and testing on 10 different early stopping
sets and validation sets we make sure that the training and
testing data sets have not introduced a bias and that
generalization is maintained without overfitting or overtraining.

The training of single-layer networks occurred with a
hidden layer of 4-20 nodes, with momenta of 0.4, 0.5, 0.6,
0.7, 0.8, and 0.9, and learning rates of 0.1, 0.25, 0.5, and
0.75.

For external testing of the NN’s performance a further
1000 configurations were generated. For the dimer clusters,
the moments for each of the molecules were generated. These
are the true moments. Using these moments we can judge
the ability of the NNs to predict moments for the water
molecules for a given dimer configuration and also the
Coloumb interaction energy.

For larger clusters we require a different procedure. For
the trimer clusters and larger, 1000 clusters of 50 molecules

were generated to act as the test configurations. The arbitrary
number 50 were large enough to ensure that each water
molecule that is a member of the central clusters we
investigate (trimer, tetramer, etc.) can see its own first
solvation shell. For the central water, the n - 1 nearest
neighbors are identified (n g 3, where n is the total number
of molecules in the cluster). From the coordinates of the
central molecule and these neighbors the true moments are
found for the central water molecule. The process is then
repeated for each of the n - 1 neighbors of the central cluster,
where for these neighbors we find their own nearest
neighbors and predict moments for these clusters. This
ensures that we have the true moments for each of the water
molecules based upon their own n - 1 nearest neighbors as
these are the configurations that are seen when the NNs
predict multipole moments for each water molecule in the
central cluster of n molecules. NNs are trained to predict
moments for a molecule that lies at the center of a cluster of
the molecule and its own nearest neighbors. For example, if
we were to take the configuration shown in Figure 3a and
generate the multipole moments from it, the only water
molecule for which these true moments would match the
predicted moments is for molecule 2. That is because the
true moments and the predicted moments can only be co-
mpared if they are in the very same position, that is, where
the molecule is considered at the center of its own nearest
neighbors. It is false to predict moments for molecule 3 based
upon the positions of 2 and 1 because molecule 1 is the
nearest neighbor of 2 (in the MD simulation from which the
cluster is sampled) but not of 3. Instead, the true moments
for molecule 3 must be generated based upon its own nearest
neighbors. Figure 3b shows the actual situation in a small
region of the MD simulation from which we sample our test
configurations. We predict moments for molecule 1 based
upon its own nearest neighbors, 2 and 3. We must then take
the true moments for molecule 1 from the wave function of
the cluster of molecules 1, 2, and 3. For molecule 2 we
predict the moments for this molecule based upon the
positions of its own nearest neighbors, namely, 1 and 5.
The true moments for molecule 2 are taken from the wave
function of the cluster 2, 1, and 5. For molecule 3 its nearest
neighbors are in fact 7 and 4. The moments for molecule 3
are predicted based upon the positions of molecules 7 and
4. The true moments are also generated from the wave
function of the cluster 3, 4, and 7. Ultimately this procedure
must be followed because the NNs are trained on moments
taken from molecules at the center of their own clusters.

Figure 4 summarizes the sequence of processes of model
building and validation. It includes the sampling of the
training clusters, the generation of wave functions, the
calculation of multipole moments, the training of NNs,
the assessment of their prediction performance in terms of
the moments themselves, and the Coulomb atom-atom
interactions. The upper left corner of Figure 4 starts with
the training and test configurations being sampled from the
same MD simulation. The wave functions are then calculated
for the training configurations (“Gaussian of central cluster”)
and for the test configurations (“Gaussian of central +
neighbour clusters”). From the electron densities correspond-

GL(t) ) 100( Eea(t)

Eopt(t)
- 1) (7)

Dynamically Polarizable Water Potential J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1479



ing to all wave functions the multipole moments are
computed (“MORPHY”). The training data for the NNs (both
input and output) are then prepared prior to actual training
(“neural net standardization + normalization”). These train-
ing data are then used to train NNs for each moment of each
atom. Note that the NNs predict the multipole moments
solely based upon the coordinates of the nearest neighbors
of a given water molecule. The trained knowledge of the
NNs is stored as weights and network architecture. The
predicted moments are then confronted with the true mo-
ments for a given test configuration (middle right of diagram
in Figure 4). The quality of the training is then assessed by
the correlation between the predicted and true moments and
atom-atom Coulomb interaction energies.

We compared the CPU time required to evaluate all
atom-atom interactions by our polarizable multipole model
and by the TIP3P potential. On the basis of an average of

1000 water clusters, this overhead is about 61% for dimers
and 59% for tetramers.

4. Results and Discussion

Table 1 shows the Pearson correlation coefficient values
measured for the training (r2), early stopping (q2), and
validation (V2) data sets for the best performing NNs for each
moment of the oxygen atom in water dimers. It is clear that
generalization is maintained across all the data sets for each
of the moments. For each moment the correlation coefficients
obtained for the training, early stopping, and validation sets
are very similar. Table S1 in the Supporting Information
shows the equivalent data for one of the hydrogen atoms,
since the data for the other hydrogen are very similar. The
correlation coefficients are similar to those found for the
oxygen atom. Overall, there is a trend for the performance

Figure 3. (a) Cartoon of the trimer cluster where molecule 2 is the central molecule of the cluster and molecules 1 and 3 are
the nearest neighbors of molecule 2. The red shaded ends of the triangles represent the oxygen atom ends, while the white
shaded corners of the triangles represent the hydrogen atom ends. (b) Cartoon of a cluster of 9 water molecules.

Figure 4. Schematic of the sequence of processes followed to generate and test the models.
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of the NNs to decrease as the rank of the moment increases.
However, there are further trends within the set of compo-
nents of a given moment (i.e., for fixed l in Qlm, where
component m varies). In Table 1 we see that for the oxygen
atom the y component (Q11s) of the dipole moment is more
easily predicted than the two other components, x and z.
According to the MLF of water (Figure 2), the x (Q11c)
and z (Q10) components of the dipole moment describe the
out-of-plane and in-plane deflections of the dipole moment,
respectively. These deflections are small. For the dimer
cluster test configurations, the average absolute value of the
x dipole component is 0.04 and 0.18 D for the z component.
These are very small compared to the average value of y
dipole component of 2.01 D and with respect to the
magnitude of the dipole moment.54,36 The dipole moment
of water is most affected if a nearest neighbor is a hydrogen-
bond donor or acceptor. This has a large effect on the
magnitude of the dipole moment and thus the magnitude of
the y component of the dipole moment. This means that the
y component is more easily predicted than the other
components because the location of the neighboring molecule
has a large influence on it.

The trends seen in the dipole moments in the oxygen atom,
Table 1, are not seen in the hydrogen atoms, Table S1 in
the Supporting Information. Hydrogen displays almost equal
correlation coefficients for all three components of the dipole
moment, in contrast to oxygen. The hydrogen atom dipole
moments are more dependent upon the precise location of
the neighboring water molecule. Hence, the x and z com-
ponents of a hydrogen dipole moment are easier to predict.
For the oxygen atom dipole moment, the main factor
determining the dipole moment is which end of the central
molecule the nearest neighbor resides at. In other words, the
nearest neighbor is either at the oxygen end of the water

molecule (negative y semiaxis in Figure 2) or at the hydrogen
atom end (positive y semiaxis).

Table 2 shows the decrease in the correlation coefficients
for oxygen multipole moments as the cluster size increases
from the dimer to the hexamer. As the correlation coefficients
decrease, the root mean squared error (rmse) of moment
prediction increases, with increasing cluster size. Table S2
of the Supporting Information shows a similar comparison
for the hydrogen atoms. For both oxygen and hydrogen, the
ability of the NNs to correctly predict the charge and dipole
moments diminishes with increasing cluster size. A second
feature shared by oxygen and hydrogen is the similarity in
r2 values for their monopole moments. However, the NNs’
performance differs dramatically when predicting dipole
moments of the hydrogen compared to the oxygen. For
example, r2 values larger than 0.8 still occur for hydrogen
dipole components in the hexamer, while r2 values for
oxygen’s components can be as low as 0.2. This suggests
that the hydrogen atoms are more sensitive to the location
of the neighboring molecules. The NNs can cope better with
a strong local variation in the dipole moment due to varying
positions of the neighboring waters. Conversely, the NNs
would be challenged by the more diffuse variation in their
dipole moments. In other words, the causal relationship
between the position of the water neighbors (input) and
oxygen dipole moments (output) is more intricate and buried
in the data set. Finally, Table S3 of the Supporting Informa-
tion shows the correlation coefficients for the NNs predicting
the oxygen quadrupole moments with increasing cluster size.
It is clear that the ability of the NNs to predict the quadrupole
moments is not as adversely affected by the increasing
cluster, unlike for the oxygen dipole moments. The majority
of the quadrupole moments NNs still have correlation
coefficients greater than 0.7 with a fair number even above
0.85. This suggests that the quadrupole moments are more
sensitive to the local configuration of the cluster for larger,
more homogeneous, bulk-like, clusters.

Table 3 shows the ability of the models to predict the total
charge of the central water cluster (in each cluster size). Table
4 shows the ability to predict the (total) dipole moment of
the central water (in each cluster). Using the NNs for each
model, an in-house code predicted the multipole moments
for water molecules and calculated the Coulomb energy from
these moments. To calculate the Coulomb interaction be-
tween multipole moments of any rank we employ the
recursive formula of Hättig.70 The total dipole moment is
described with respect to the MLF. As the cluster size
increases, the rise in the average absolute errors for predicting
the total charge of the whole cluster and total dipole moment
of the central water molecule (within the cluster) is small.
We are still able to predict both properties for the larger
clusters (tetramer, pentamer, and hexamer) with some
accuracy because once we reach these larger cluster sizes
the variation of the total charge and total dipole moment is
small and less dependent on the local arrangement of the
neighboring molecules. This means that in heterogeneous
environments, such as small clusters and interfaces, the local
arrangement of the neighbors is a critical influence on the
total charge and total dipole moment of a water molecule.

Table 1. Statistical Performance of the NN Training of
Oxygen in Water Dimers

moment no. nodes in hidden layer r2 q2 v2

Q00 10 0.973 0.969 0.973
Q10 9 0.818 0.819 0.816
Q11c 12 0.785 0.761 0.784
Q11s 9 0.916 0.896 0.916
Q20 9 0.992 0.990 0.993
Q21c 10 0.985 0.985 0.986
Q21s 10 0.977 0.976 0.979
Q22c 8 0.984 0.982 0.984
Q22s 11 0.993 0.992 0.992
Q30 11 0.977 0.972 0.977
Q31c 11 0.983 0.982 0.983
Q31s 7 0.949 0.941 0.953
Q32c 11 0.978 0.976 0.978
Q32s 13 0.974 0.971 0.974
Q33c 14 0.980 0.973 0.981
Q33s 11 0.976 0.972 0.978
Q40 12 0.961 0.957 0.961
Q41c 13 0.958 0.951 0.959
Q41s 10 0.990 0.988 0.990
Q42c 15 0.976 0.974 0.976
Q42s 12 0.934 0.924 0.936
Q43c 13 0.648 0.565 0.648
Q43s 14 0.977 0.971 0.977
Q44c 12 0.878 0.873 0.878
Q44s 10 0.862 0.853 0.863
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The models based upon larger clusters show that the charge
and dipole moment of the central water molecule of the
cluster is less dependent upon the local arrangement of the
nearest neighbors. This is reassuring because the models
developed for small clusters are suitable for modeling water
in heterogeneous conditions, while our models based on
larger clusters are more representative of the polarization
response of a water molecule in the bulk phase. This
conclusion is supported by the dipole moments predicted for
the central water molecule as the cluster size increases.

Figure 5 shows that the models correctly recover the
expected dipole moment enhancement of water as we move
from the gas phase (1.85 D) to the bulk phase (3.07 D from
the work of Bastista et al.110 and 2.34 D from our previous
study54). We can also see that the dipole moment of water
spans a range of around 0.3 D and that the distributions for
each cluster size show signature distribution profiles. The

dipole moment for the dimer shows two peaks at 1.93 and
2.11 D, respectively. This is because the dipole moment of
a water molecule depends upon whether the nearest neighbor
is located at the hydrogen or the oxygen end of the water
molecule. This observation highlights that the dipole moment
of water is dependent on the hydrogen bonds that the central
water molecule is involved in. There is also structure to the
distribution for the trimer cluster. In the trimer set there is a
main peak at 2.11 D and two lesser peaks at 1.97 and 2.17
D. This can be explained if we consider the arrangements
possible of the two neighbors about the central water
molecule in the trimer cluster. The two neighbors can both
be located at the oxygen end of the water molecule or,
alternatively, both at the hydrogen end. The third possibility
is that one neighbor is at one end of the central water
molecule while the other neighbor resides at the opposite
end of this water molecule. As we increase the cluster size
further, the distribution of the dipole moments adopts the
shape of a bell curve. The peak is now shifted to a higher
dipole moment: 2.14 D for the tetramer cluster and 2.27 D
for the hexamer. Again, this evolution in the distributions
and the shift of the peaks to higher dipole moments suggests
that, in building hierarchical water models, we can create a

Table 2. Statistical Performance of the NN Training of Oxygen in Water with Increasing Cluster Size (rmse in au)

cluster moment hidden layer nodes r2 r2 rmse q2 q2 rmse v2 v2 rmse

dimer Q00 10 0.973 0.040 0.969 0.042 0.973 0.040
Q10 9 0.818 0.067 0.819 0.068 0.816 0.064
Q11c 12 0.785 0.070 0.761 0.075 0.784 0.068
Q11s 9 0.916 0.049 0.896 0.053 0.916 0.048

trimer Q00 10 0.937 0.041 0.921 0.045 0.937 0.042
Q10 11 0.621 0.084 0.626 0.088 0.622 0.087
Q11c 11 0.685 0.078 0.628 0.084 0.683 0.077
Q11s 16 0.821 0.058 0.764 0.065 0.821 0.059

tetramer Q00 11 0.885 0.060 0.848 0.068 0.885 0.062
Q10 10 0.425 0.105 0.284 0.116 0.387 0.108
Q11c 11 0.501 0.091 0.411 0.098 0.498 0.089
Q11s 10 0.581 0.086 0.461 0.097 0.518 0.095

pentamer Q00 22 0.531 0.084 0.433 0.097 0.520 0.089
Q10 10 0.280 0.107 0.148 0.121 0.278 0.112
Q11c 12 0.323 0.115 0.171 0.125 0.298 0.121
Q11s 13 0.271 0.113 0.118 0.122 0.124 0.110

hexamer Q00 18 0.680 0.080 0.567 0.096 0.666 0.087
Q10 19 0.314 0.120 0.083 0.136 0.221 0.132
Q11c 18 0.186 0.140 0.071 0.149 0.159 0.142
Q11s 17 0.197 0.123 0.085 0.129 0.120 0.129

Table 3. Comparison of the Total Charge Errors (au) of
the Central Water Cluster in Each Cluster Sizea

cluster average min max

dimer 0.0007 -0.0412 0.0464
trimer –0.0003 –0.0442 0.0527
tetramer –0.0024 –0.0895 0.0794
pentamer 0.0085 –0.0964 0.1069
hexamer 0.0091 –0.0853 0.1959

a The average is taken over all the test configurations for each
cluster size.

Table 4. Comparison of Average Absolute Dipole Moment
Errors (au) of the Central Water Molecule and the
Maximum Absolute Dipole Moment Error for Each Cluster
Sizea

cluster average abs max abs

dimer 0.020 0.200
trimer 0.039 0.250
tetramer 0.061 0.312
pentamer 0.072 0.366
hexamer 0.077 0.362

a The average is taken over all test set configurations for each
cluster size.

Figure 5. Dipole enhancement effect of water molecules for
dimer, trimer, tetramer, pentamer, and hexamer clusters, as
predicted by (single layer) NNs.
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range of water models that together are able to describe water
moving from the gas phase to the interface and into the bulk
phase.

In order to test the validity of the predicted multipole
moments the convergence of the multipolar interactions is
monitored. A single test configuration sampled from the same
MD simulation that is the source of the training data is
adequate provided it is common and possessing short-range
interaction (i.e., a strong hydrogen bond). This configuration
has not been seen by the NNs during training. The configu-
ration, shown in Figure 6, has been selected to resemble the
global minimum of the (gas phase) water dimer, differing
from it mainly by an asymmetry-inducing tilt of the water
molecule H6-O4-H5.

Convergence of multipole moment interaction energies is
important if we wish to accurately calculate Coulomb in-
teractions. We dedicated much attention to convergence
issues.69,71,111–116 We can assess the convergence of an
interaction by comparing the Coulomb interaction between
two atoms for a given rank L to the “exact” Coulomb
interaction. The latter is found by a six-dimensional (6D)
integration over the volumes of two interacting topological
atoms (see eq 2). Since this calculation does not invoke a
multipole expansion it can never suffer from convergence
problems. We have explicitly shown100,112 that a given set
of multipole moments for two interacting atoms has a
particular convergence profile, that is, a plot of the Coulomb
interaction energy with respect to rank L. We can use the
convergence profile as a way to assess the prediction of
the multipole moments. If the NNs were perfect then the
predicted multipole moments would be exactly the same as
the true moments for the test configuration. In that case the
convergence profiles for both sets of multipole moments
would be exactly the same. Upon the basis of this principle
we can use the difference in convergence behavior as a
measure of how well the predicted moments match the true
moments. Figure 7 shows the convergence profiles between
H2, on one hand, and O4, H5, and H6, on the other. The
profiles are calculated by subtracting the exact 6D atom-atom
interaction energy from the interaction energy obtained from

multipole moments (true or NN predicted). Further conver-
gence profiles for the remaining interactions are shown in
the Supporting Information (Figures S1 and S2).

By comparing the convergence profiles from the predicted
and true moments for a particular atom-atom interaction it
is clear that the main difference in interaction energies is
due to the error in the prediction of the atomic monopoles.
This can be explained against the apparently contradictory
background of their very high value correlation coefficients
of prediction. A small relative error for a moment, such as
the monopole, translates into a large energy error, compared
to the energy errors due to the performance of the other
moments. This indicates that correlation coefficients are not
the sole judge of the prediction quality. The difference
between the convergence profiles for a particular interaction
remains almost constant. This means that if we were to
further improve the prediction of the interaction energies we
must focus on improving the prediction of the monopole
moments first. This makes sense since the lower order
moments are involved in more moment-moment interactions
for a given rank L.

The worst convergence is seen in Figure 7 for the
interaction between H2 and O4. This is not surprising
considering the short range of this interaction (1.66 Å), while
the typical length of a hydrogen bond is about 1.97 Å in
liquid water. Compared to the actual magnitude of the
atom-atom interactions the errors due to differences in
convergence are small (∼0.5-5%) depending upon the type
of interaction being computed. Looking at Figures 7 and S1
and S2 in the Supporting Information it is clear that the
difference between true and predicted energies is dominated
by the charge-charge term. This is because the correspond-
ing energy curves (true and predicted) are roughly parallel
with increasing L.

Table S4 of the Supporting Information exhaustively
shows how the average L ) 5 atom-atom interaction energy
changes with increasing cluster size up to the pentamer. It
lists percentages, which are calculated as 100 Etrue(A,B) -
Epredicted(A,B)/Etrue(A,B), where A and B represent any
possible atom pair and “predicted” refers to the NN. The
percentages are averaged over all test configurations for a
given cluster size. The percentages change very little with
increasing cluster size and never rise above 2.5%. This is
not unexpected as the ability of the NNs to accurately predict
the monopole moments decreases with increasing cluster.
The average atom-atom energy only changes in magnitude
by up to ∼5% between the dimer and the pentamer (or
hexamer).

If we consider the average absolute errors, we see that
the errors are smaller for interactions between water mol-
ecules that on average become more distantly separated. The
average absolute interaction energy errors (for each A,B pair)
is on the order of a few kJ/mol, while the average interaction
energies are on the order of hundreds of kJ/mol. We do not
repeat this table for the nonpolarizable models because the
percentages would be embarrassingly high, including for
TIP3P. Indeed, in terms of a table such as Table S4 of the
Supporting Information, the TIP3P potential performs poorly.
We already know that multipolar Coulomb interactions give

Figure 6. Two perspectives of the dimer configuration
selected to test the convergence of intermolecular interactions.
This configuration was chosen in view of its similarity to the
global minimum in the gas phase. The water molecule
H3-O1-H2 is situated at the origin. The global frame (labeled
x, y, and z) of the dimer coincides with the MLF of H3-O1-H2,
as shown in Figure 2.
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energies close to the energies obtained by 6D integration.
Taking the interaction energies calculated using the true
multipole moments as exact energies we find that TIP3P has
average percentage errors of at least 50%, in all interactions,
for any cluster size. The same percentage errors occur when
unpolarized moments are taken from the monomer wave
function of a single water molecule in the gas phase.

Next we compare the total Coulomb interactions, for each
cluster size, obtained using the polarized multipole moments,
the unpolarized gas phase monomer moments, and the TIP3P
point charge model. Figure 8 shows the cumulative plots of
the absolute total Coulomb interaction energy errors for the
dimer and pentamer clusters, respectively. Further plots for
the trimer, tetramer, and hexamer clusters are provided in
Figure S3 of the Supporting Information. The “QCT curve”
is the cumulative energy error curve found for the static water
gas-phase monomer multipole moments. These plots inves-
tigate if polarization improves the energy predictions with
respect to interaction energies found for the test cluster using
the true multipole moments for these clusters. Curiously,
“QCT” and TIP3P perform well for the pentamer test
configurations. However, inspection of individual atom-atom
interaction energies proves that these two models are very
wrong and that the accuracy of the total Coulomb interaction
is actually a fortuitous cancellation of large errors. The NN-
based model is in fact more accurate because the individual
atom-atom interactions are also accurate. These curves
demonstrate that models cannot just be judged by a single
number.

The polarizable model performs better than all other
methods except in the case of the pentamer and hexamer
clusters. However, from our previous analysis of the
atom-atom interaction energies we conclude that for TIP3P
and the unpolarized QCT models the interaction energy errors
are fortuitous (in the case of the QCT gas-phase monomer
moments) or a result of how the model has been fitted. In
the case of TIP3P the point charges have been fitted to
reproduce the thermodynamic properties of the bulk phase.
We know from our previous work54 that as water cluster

size is increased and the number of nearest neighbors about
a central water molecule increases, the dipole moment of
the water molecule at the center of the cluster increases
asymptotically to the bulk phase value. The pentamer cluster
size is important for clusters in our hierarchical construction
(section 3) as it is at this size that the central water molecule
has four nearest neighbors around it. We could consider the
pentamer cluster to be the cluster where the central water
molecule has obtained its first solvation shell of neighbors.
It is also at this cluster size that a large proportion of the
dipole enhancement has occurred. It is then possible that the
pentamer configurations provide a local environment similar
to that of the bulk phase. Since TIP3P is a water model
aiming at modeling bulk water it is expected to predict better
Coulomb interaction energies than the polarizable model.
This in spite of TIP3P’s very large errors for the individual
atom-atom Coulomb interaction energies. The TIP3P point
charges have been parametrized for this type of situation and
not for heterogeneous configurations such as the smaller
clusters. We are already aware that the point charges can be
fitted in a number of ways to reproduce the same properties.
However, the differences are clear when we consider the
atom-atom interactions. Though TIP3P is a better model
for the pentamer clusters, it is right for the wrong reasons.
Table 5 summarizes the performance of the models for each
cluster size.

Table 5 compares the total Coulomb interaction energies
for each cluster size by means of the average absolute errors
and the 50th, 90th, and 99th percentile absolute energy errors.
This information can be read from Figure 8 and Figure S3
of the Supporting Information. As the cluster size increases,
the average absolute total Coulomb interaction error also
increases. This is not surprising since the number of atoms
for which moments are being predicted is also increasing
with cluster size. The latter, in turn, increases the number
of prediction errors. However, as the cluster size increases
the average total Coulomb interaction energy increases from
∼25 kJ/mol for the dimer to ∼100 kJ/mol for the pentamer
clusters. Although the predicted errors are increasing, the

Figure 7. Plot of the convergence of the intermolecular interactions between H2 and O4, H5, and H6, in the water dimer, as
the interaction rank L increases.
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percentage errors (calculated as 100∑A,B
all pairs|Etrue(A,B) -

Epredicted(A,B)|/Etrue(A,B)) remain fairly constant, at about 10%
at worst. More importantly, on average, the NN model for
any cluster size is never in error by more than the sum energy

of all the possible hydrogen bonds the central water molecule
can make (∼5 kJ/mol for each hydrogen bond).

At the end of this section we briefly explain how the
proposed method avoids the “polarization catastrophe”. One

Figure 8. Semilogarithmic cumulative plot of the absolute total Coulomb interaction energy errors for the dimer and pentamer
water clusters.

Table 5. Comparison of the Average Absolute Total Coulomb Interaction Energy Errors (in kJ/mol): The 50th, 90th, and
99th Percentile Absolute Total Coulomb Interaction Energy Error

cluster size model average 50th percentile 90th percentile 99th percentile

2 NN 0.62 0.44 1.23 3.66
QCT unpolarized 19.20 18.67 26.86 36.45
TIP3P 3.52 3.29 6.19 9.61

3 NN 2.59 2.01 5.27 11.44
QCT unpolarized 10.06 9.62 18.34 24.81
TIP3P 6.11 4.46 14.07 22.41

4 NN 5.40 4.36 11.37 21.29
QCT unpolarized 8.86 8.04 16.96 24.55
TIP3P 6.50 5.11 13.63 25.25

5 NN 11.14 9.89 21.05 30.60
QCT unpolarized 7.46 6.24 15.43 23.95
TIP3P 8.61 8.14 15.60 23.12

6 NN 16.37 15.01 27.72 41.89
QCT unpolarized 8.22 6.41 16.56 29.60
TIP3P 11.54 10.96 19.27 31.04
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should keep in mind that QCT atoms do not overlap. Instead,
the atoms exist as malleable and finite regions in space. Their
multipole moments are always well defined, even if the
molecules in the clusters come very close to each other.
Second, one should remember that the current method does
not invoke polarizability tensors. The polarization is implic-
itly embedded in the trained neural networks. The nets can
only produce finite multipole moments, and the effect of
polarization is already fully taken into account when the net
generates its multipolar output. On the basis of these
important features a polarization catastrophe can never occur.

The proposed polarization approach can be incorporated
in molecular dynamics simulations. Inside the MD program
DLMULTI (which contains multipolar Ewald summation117),
we already implemented a subroutine that stores the weights
of a trained neural net. The net then predicts, on the fly, the
multipole moments of all water molecules in the simulation
box, when given their respective environments. In principle,
the weights of neural nets obtained by training in one
laboratory can be passed on to another lab that performs the
simulation. Working within a rigid body framework, forces
and torques can be obtained by differentiating eq 1. Note
that the differentiation product rule then yields three terms,
but only the term with the differentiation of the interaction
tensor T is currently included. The nonlinear behavior and
anisotropy of polarization is in principle captured by the net
and made available to the simulation engine.

5. Conclusions

We proposed a novel, polarizable multipolar water potential
that uses neural networks (NNs) to predict atomic multipole
moments for any given water cluster configuration, in
principle. This method eliminates the need to perform
iterations during an MD simulation, unlike for many polariz-
able models. Second, this method allows for the Coulomb
interaction to include polarization and charge transfer, treated
on a par, as part of a dynamic Coulomb interaction term.
The new water models have been critically analyzed at all
stages during the prediction of cluster Coulomb interaction
energies in order to assess the ability of the NNs to predict
multipole moments on the atoms of a water molecule at the
center of a particular cluster. The performance of NNs
diminishes with increasing cluster size, which is related to
two problems. The first is that the space in which the NNs
are trying to fit functions is increasing in dimensionality.
The second is that, as the cluster size increases, certain
multipole moments become less sensitive to the location of
the nearest neighbor water molecules about the central water
molecule.

In summary, we critically assessed the NNs’ ability to
predict the moments of the atom. Additionally, we can further
test the NNs by using the predicted multipole moments to
compute the charge of the atoms, the net charge of the central
water molecule, the dipole moment of the central water
molecule, and the atom-atom and total cluster Coulomb
interaction energies. We conclude that the NN-based model
allows for a more complete description of the Coulomb
interactions between water molecules, compared to the
nonpolarizable QCT model and the TIP3P water potential.

Using the gas-phase monomer moments as a reference, we
find that, on average, the polarization of the multipole
moments accounts for 50% of the atom-atom Coulomb
interaction energies. We showed that, due to the fitting
method behind TIP3P, it is able to predict total Coulomb
interaction energies that are more accurate than the polariz-
able model. However, this accuracy is due to a fortuitous
cancelation of very inaccurate atom-atom interaction ener-
gies. This suggests that other empirical point charge models,
fitted in a fashion similar to TIP3P, may again yield accurate
total interaction energies for large clusters of water molecules
but not for the correct reason.

Fixed charge density models do not accurately predict
Coulomb interaction energies for clusters that are representa-
tive of the type of local configurations that a water molecule
would experience in heterogeneous conditions, such at the
water-air interface. Our pentamer model is probably ap-
propriate for the simulation of water in the bulk phase, while
the models developed based on smaller water clusters are
suited to predicting the Coulomb interaction energies between
water molecules in the gas phase and at an interface. Using
this hierarchy of models, it would be possible to perform
simulations of the ice surface melting where the Coulomb
interactions are represented accurately using dynamic po-
larizable multipole moments.

We are already exploring more elaborate NNs to predict
the multipole moments. Two hidden layers in a NN introduce
more flexibility to fit a function to the training data. This
added flexibility, to be reported on in a future article, has
already improved the accuracy of the prediction of the
monopole moments of oxygen and improved the Coulomb
interaction energies for the dimer, trimer, and tetramer
clusters. We are also exploring the use of other statistical
learning machines called radial basis function networks, and
Kriging models, which already show a better ability to predict
accurate polarizable multipole moments compared to the
NNs.
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Abstract: We present a capping scheme for hybrid calculations which is designed for a
systematic optimization to reproduce the molecular structure, frontier bond potential, and
spectroscopic properties for the quantum subsystem. Our technique is capable of reducing the
perturbations of the electronic structure which are normally caused by conventional link atoms
between quantum and classical regions. Specifically, we propose analytic effective core potentials
with a small set of adjustable parameters, which are optimized to reproduce the full-quantum-
mechanical (full-QM) properties in the direct environment of the bond cleavage. The capping
potentials are conceptually simple and easy to employ in most instances without significant
code modifications. They do not require any further external geometry constraints and yield
also reasonable results for the potential energy surface. We benchmark these potentials for a
series of chemically and biologically relevant molecules calculating NMR chemical shifts,
protonation energies, and optimized geometries. Our optimized QM/mechanical modeling (MM)
potentials are another step toward a realistic first-principles prediction of spectroscopic
parameters in complex chemical environments using hybrid QM/MM calculations.

1. Introduction

The determination of the detailed microscopic structure and
dynamics of complex supramolecular systems is still a
challenge for modern physics and chemistry. The interplay
of intramolecular and intermolecular interactions is crucial
for a broad range of chemical, biological, and physical
processes that occur in nature.1–4 To obtain structural data
of supramolecular systems, the combination of spectroscopic
experiments with advanced theoretical predictions and
computer simulations is becoming increasingly popular,
because this combination often yields a predictive power
above the sum of the individual techniques.5–7

With the recent advances in computational methodology
as well as computer hardware, the first-principles prediction
of such noncovalent effects on the structure and experimen-

tally observable spectra has come into reach for many
systems of technological and fundamental scientific inter-
est.8–10 Several methods exist to incorporate the influence
of the chemical environment into such electronic structure
calculations. The explicit consideration of a large number
of neighboring molecules is in principle most accurate, but
computationally very demanding and thus only applicable
in simple cases.11–14

Alternatively, one can resort to embedding schemes, which
can treat the environment at various levels of approximation.
In this context, a hybrid method is often adopted which splits
the total system into a smaller part, which is treated quantum-
mechanically (QM) using electronic structure methods, and
the remaining part, which is described via parametrized
potentials (MM).15–17 One of the difficulties of such a hybrid
quantum mechanical/mechanical modeling (QM/MM) ap-
proach is the transition region between the two different parts.
Often, chemical bonds are “broken”; i.e., one of the atoms
involved in the covalent bond is in the quantum (QM) part,
the other in the classical (MM) one. This situation is sketched
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in Figure 1. Similar problems arise when MM atoms are
located near a QM region, because the QM and MM
descriptions are not genuinely compatible. Thus, a suitable
interface has to be used, which can mutually couple the two
schemes in a realistic way.

In this work, we address the perturbing effect of a bond
cleavage that occurs if a part of a given molecule is treated
using quantum mechanics and another part is modeled
classically (Figure 1). There are several approaches for
tackling such a situation, where most commonly a carbon-
carbon bond is cut. In the following, we will refer to the
resulting pseudoatom synonymously as the “dummy atom”
or capping potential (the “D” atom in Figure 1). There are
many QM/MM implementations already available in quantum
chemistry software packages; many groups have further devel-
oped specific improvements to the QM/MM idea.15,16,18–25 In
particular, there are several approaches to tackle the bond
saturation problem arising from a bond cleavage by the QM/
MM repartitioning as mentioned above. Among them are
the following.

(a) Hydrogen capping: The dummy atom in Figure 1 is
represented by a regular hydrogen atom.26 This relatively
straightforward solution has known disadvantages, but it is
nevertheless used very often. Obviously, the C-H bond
length is shorter than the original C-C bond, and the
vibrational frequencies are different. The smaller electrone-
gativity of the hydrogen furthermore changes the electronic
structure of the quantum subsystem in the vicinity of the
border region considerably. This perturbation can reach over
several C-C bonds in the QM subsystem.

(b) Fluorine capping: The saturation of the dangling bond
is done via a seven-valent termination atom, for instance, a
fluorine, instead of a hydrogen. While this solution, which
was originally developed as a pseudobond approach,23

provides a better bond distance agreement (dC-F ≈ dC-C),
the electronegativity of fluorine is significantly higher than
that of carbon. Thus, the electronic subsystem can be
perturbed somewhat stronger compared to that with hydrogen
capping.

(c) Frozen orbitals: An alternative method relies on
precomputed atomic orbitals that are placed at the link atom
to ensure an adequate electrostatic interaction and an accurate
orthogonality of the terminal chemical bond of the QM
subsystem.27 This frozen-orbital scheme has also been
employed for the calculation of NMR shielding constants.28

A related approach has been developed by the Truhlar group,
where auxiliary hybrid orbitals are used to provide an optimal
directionality of the termination of the last QM bond.29,30

While this class of approaches is one of the more accurate
ones, it involves a higher coding effort for the incorporation
of the frozen orbitals, even though they are excluded from
the actual SCF optimization.

(d) Effective fragment potential: Originally designed as a
discrete solvation approach to treat chemical reactions in
solution,31 it has been extended to study covalently bound
clusters and bulk properties.32–35 In this method, the total
system is divided into a QM region and the environment
(the fragment) which interacts with the QM region via a set
of one-electron potentials. All important physical interactions
between the two fragments (which can be either covalently
or noncovalently bonded) are considered explicitly, in
particular electrostatic interactions, charge penetration, and
polarization effects. Also the effect of exchange repulsion
can be incorporated into the scheme. While this effective
fragment potential provides a highly accurate description of
the original quantum-mechanical interactions, it is not
designed to be transferable between different types of
fragments. Furthermore, it requires a considerable additional
effort for both the design and implementation of the fragment
potentials, and it increases the computational effort at runtime
compared to conventional QM/MM approaches based on
empirical force fields for the MM part. A method that has
similar characteristics is known as the effective group
potential method,36,37 but has been used less frequently than
the original effective fragment potential approach.

(e) Field-adapted adjustable density matrix assembler (FA-
ADMA): A related technique exists in which the target
macromolecule is divided into fragments for which conven-
tional quantum chemical calculations are performed.38–40

Both the fragment and its local environment up to a certain
distance are included in these calculations, and the rest of
the macromolecule is incorporated via point charges. This
approach is hence a regular QM/MM method, with the
difference that the QM region is made somewhat larger than
really necessary to remove the problems related to the QM/
MM boundary region.

(f) Quantum capping potentials: The saturation of dangling
bonds with effective potentials has already been attempted
by DiLabio et al.41–45 in an approach that is similar to the
one proposed in this work. A conventional pseudopotential
is used to truncate the quantum region, using a local part
and nonlocal angular-momentum-dependent projectors. These
effective capping potentials, however, are not specifically
tuned to reproduce the full-QM spectroscopic properties in
the QM/MM calculations. Instead, they are built in analogy
to the generation of regular atomic pseudopotentials, focusing
on the capping atom’s orbitals and their energy levels.

In this work, we go one step beyond the QM/MM capping
approaches presented above, by using specially designed
capping potentials. We present the results of an optimization
scheme designed to improve such special potentials within
a density functional theory based approach. Specifically, our
work is based on analytical effective core potentials (pseudo-
potentials) of the Goedecker type,46,47 in line with previous

Figure 1. General principle of the repartitioning scheme for
a QM/MM calculation in which a chemical bond (here C-R2)
crosses the QM/MM border and is hence cleaved. The link
atom that saturates the resulting dangling bond (•R2) is
denoted D. Also shown is the ethane molecule, which serves
as the reference molecule for optimizing the parameters of
the pseudopotential by which the dummy atom is implemented.
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QM/MM studies.10,16,48 Our goal is to optimize the pseudo-
potential parameters in such a way that the change of the
electronic density in the quantum part of a QM/MM
calculation is minimal with respect to a “full-QM” calcula-
tion. In this way, we also ensure that structural parameters
and spectroscopic properties in the direct neighborhood of a
QM/MM bond cleavage are modeled with a high degree of
reliability.

To achieve this aim, we define a penalty functional that
quantifies the deviation of the electronic density in a
molecular fragment from the corresponding density in the
complete molecule, while simultaneously penalizing changes
in the equilibrium bond distance and frequency. The penalty
functional is minimized iteratively by varying the coefficients
of the capping potential placed at the bond cleavage site.
This approach is similar to the recently developed heptavalent
potential,49 where we variationally optimized effective atom-
centered potentials to describe the methyl group in acetic
acid. However, we found that this potential does not always
optimally reproduce the spectroscopic parameters of the full
molecule. Our capping potentials can be used as link atoms
replacing a carbon and involve no further external geometry
constraints. They also give reasonable results for potential
energy surfaces of the C-C bond. We characterize the
perturbative effect of the bond cleavage by means of NMR
chemical shifts, which are known to be particularly sensitive
to both the intramolecular electronic structure and intermo-
lecular effects such as hydrogen bonding.50–54 Hence, we
can not only gauge the direct perturbing effect of the cleaved
bond on the electronic structure of the remaining part of a
molecule, but also quantitatively describe how strongly its
response properties are tainted by the QM/MM bond
cleavage.

2. Methods and Computational Details

2.1. Goal of the Optimization. The purpose of dummy
atoms in QM/MM calculations is to enable a saturation of
the last covalent bond of the quantum region, i.e., the bond
which is cleaved by the QM/MM repartitioning. The central
difficulty regarding the quantum region is that the true
character of the bond cannot be reproduced easily by a simple
terminal atom. Especially spectroscopic parameters react very
sensitively to small deviations in the electronic structure
around the cleaved bond.

The aim of our optimization scheme is to provide a tool
which allows tuning of the properties of the terminal dummy
atom in such a way as to make the electronic density in the
QM part of the molecule (FD) as similar as possible to
the reference electron density (FQM), i.e., the density when
the entire molecule is treated quantum mechanically. This
will eventually lead to an improvement in the spectroscopic
properties of the system in the QM/MM description. We
further aim at preserving the C-C equilibrium bond length
in the dummy calculation to allow an easy coupling of the
“first” classical MM atom and to avoid the need for additional
geometric constraints.

To this aim, we define a penalty functional which
expresses the deviation of these properties from their target
values obtained in a full-QM calculation via

P ) ∫
Ω

d3r [FQM(r) - FD(r)]2 + ∑
J

Ngeom

{wF ∑
I

Nions

[FI
QM(RJ) - FI

D(RJ)]
2 + wE[∆EQM(RJ) -

∆ED(RJ)]
2} (1)

The integration volume Ω is used to restrict the penalization
region to areas in which an improvement is physically
meaningful. In our case, this volume corresponds to the union
of spheres of 1 Å radius around all QM atoms except the
carbon which immediately follows the dummy atom. This
definition ensures that the covalent dummy-carbon bond is
not included in the penalty integration volume, while all other
bonds of the first carbon are fully incorporated. wF and wE

are weighting factors to ensure that an adequate relative
importance is given to deviations of the electronic density
and the forces and total energy, respectively. Several different
molecular geometries (here Ngeom ) 3) are incorporated into
the force and energy terms of eq 1 to ensure that not only
the equilibrium configuration of the molecule is taken into
account. Typically, these conformations will correspond to
variations of the bond length of the capping potential.

2.2. Functional Form of the Capping Potential. The
capping potentials are represented in the form of analytical
effective core potentials of the Goedecker type,47,49 consist-
ing of a local and a nonlocal part. For a carbon atom, the
local potential reads

Vloc(r) )
-Zion

|r|
erf[F] + e-F2

(C1 + C2F
2) (2)

with the reduced radius F ) |r|/21/2rloc and the valence charge
Zion, which would be Zion ) 4e for a regular carbon
pseudopotential. The local radius rloc characterizes both the
Gaussian smearing of the nuclear charge density resulting
in the error function and the decay of the local potential in
eq 2. The nonlocal part of the carbon capping potential
consists of one s-type and one p-type projector:

Vnl(r, r′) ) hs
1

2π2 rs
3

exp(- r2 + r′2

2rs
2 ) +

hp
32

225π
rr′
rp

5
exp(- r2 + r′2

2rp
2 ) ∑

m)0,(1

Ȳ1
m(r̂)Y1

m(r̂′)
(3)

with additional characteristic radii rs and rp and the ampli-
tudes hs and hp of one s-type and one p-type projector,
respectively. The starting point for the optimization of the
capping potential parameters (C1, C2, rloc, rs, hs) was the
regular carbon pseudopotential with an adjusted valence
charge (Zion ) 1).

2.3. Optimization Scheme. Common effective core po-
tentials are often generated by means of a direct inversion of
the electronic Schrödinger equation for an isolated atom, with
the help of its all-electron orbitals.55 An alternative approach
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consists in iteratively minimizing a penalty functional that
expresses the deviations of the pseudo wave function from its
all-electron counterpart; this method is commonly used for
analytic potentials of the Goedecker type.46,47

In analogy to this concept, we optimize our potentials by
an iterative Nelder-Mead downhill simplex minimization56

of the penalty function in eq 1. All seven parameters of the
analytic expression in eqs 2 and 3 are varied until the penalty
functional becomes stationary. While the derivative of the
force and energy terms of the penalty functional with respect
to the capping parameters is done via a three-point finite
difference, the derivative of the density deviation is done
analytically via perturbation theory. On the example of the
radius of the s-channel of the potential, this can be achieved
according to

dP
drs

) 2∫Ω
d3r [FQM(r) - FD(r)]

dFD(r)

drs
+ ... (4)

in which the term dFD(r)/drs is computed as the first-order
density response of the system with respect to the “perturba-
tion” that is induced by varying the s-channel radius rs in
the capping potential. In this context, H (1) ) dVnl/drs

represents a perturbation Hamiltonian, as would be an
external electric or magnetic field in the case of an external
perturbation.57–59

2.4. Computational Details. Our calculations are done
within density functional theory60–62 using the BLYP63,64

exchange-correlation functional, as implemented in the
CPMD package.65,66 We use standard norm-conserving
pseudopotentials46,47 and a 70 Ry energy cutoff for the plane-
wave expansion of the Kohn-Sham orbitals. To simplify
the problem of the bond cleavage and to eliminate the
corresponding degrees of freedom, we have not assigned any
point charges to the atoms in the classical fragments.

The calculation of magnetic resonance properties (NMR
chemical shifts) are done within density functional perturba-
tion theory as implemented in the CPMD package.57,59,67

Following the experimental convention, we quote chemical
shifts relative to computed nuclear shieldings of standard
reference systems tetramethylsilane and nitromethane for 13C,
1H, and 15N according to eq 5; all sp2-hybridized carbons
are actually referenced indirectly to TMS via the experi-
mental shift and the computed shieldings of benzene (δ(C6H6)

exptl

) 128.4 ppm68) according to eq 6. Chemical shift anisotro-
pies were computed as ∆σ ) σ33 - 1/2(σ11 + σ22) using the
convention σ11 < σ22 < σ33 for the principal values σii of the
nuclear shielding tensor.

δ(X)
calcd ) 1

3
Tr[σ(TMS/NMe)

calcd - σ(X)
calcd] (5)

δ(X)
calcd ) δ(C6H6)

exptl + 1
3

Tr[σ(C6H6)
calcd - σ(X)

calcd] (6)

3. Results and Discussion

3.1. Capping Potentials in the Reference Molecule. The
ethane molecule serves as our reference molecule for the
optimization of the pseudopotential parameters of the carbon
dummy atom. As C-C bonds are the most common bond
type within biomolecules, a controllable way of cutting is

highly desirable. For the optimization process, one of the
methyl groups is replaced by a capping pseudopotential,
whose parameters are varied until the penalty functional in
eq 1 becomes stationary. We used three different geometries
corresponding to a stretching and shortening of the C-D
bond by (0.24 Å in the penalty functional. Together with
relative weights of wF ) wE ) 1, this setup turned out to
yield a good compromise between geometric and electronic
properties. Figure 2 shows the evolution of the parameters
rloc, rs, and rp during the progress of the optimization.

The final results for the optimized parameters of the
capping potential are shown in Table 1. Note that also it
turns out that these values have strongly changed compared
with the original carbon pseudopotential from which the
optimization was started. Note that the valence charge has
been switched from Zv ) 4 to Zv ) 1. The increase of rloc

corresponds to a considerably broader Gaussian smearing
of the nuclear charge density, reaching far into the covalent
bonding region. The positive C1 and the negative C2

coefficients have the effect of further pushing the bonding
electron away from the dummy position and attracting it to
the middle of the C-D bond; together, these changes can
be seen as a considerably reduced electronegativity of the
dummy. The s-channel projector in turn has become attrac-
tive, which somewhat compensates the repulsive effect of
the local potential (C1 and C2). Note that the original carbon
pseudopotential had no projector in the p-channel.

3.2. Improvement of Electronic Densities with Dopti.
In Figure 3, the improvements obtained due to the optimiza-
tion process for ethane are illustrated in terms of electron
density differences. We have compared the density in the
full molecule to the density of the dummy-substituted one,
using the initial values for the pseudopotential (Dini) and
the optimized capping parameters (Dopti). We recall that our
initial values are the pseudopotential parameters for a regular

Figure 2. History of the penalty function depending on rloc,
rs, and rp.

Table 1. Pseudopotenial Parameters of the Regular
Carbon Atom and the Optimized Dummy Capping Potential
(DC)a

rloc C1 C2 rs hs rp hp

regular C 0.3376 –9.1285 1.4251 0.3025 9.6507
DC 0.7221 9.9068 –2.5466 0.5120 –3.5081 1.4664 0.2316

a Length parameters (rloc, rs, rp) are given in units of bohr and
energy coefficients (C1, C2, hs, hp) in hartrees.
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carbon atom (except for the valence charge, which is reduced
to 1). Finally, a direct comparison of D-CH3 between the
initial and optimized dummy link atom D is shown in Figure
3, along with its projection in two dimensions.

When the unoptimized dummy Di is used, the deviations
of the electronic density with respect to the corresponding
full-QM calculation reach somewhat beyond the cleavage
bond (D-C), with regions of both increased and decreased
electron density (blue and white clouds in Figure 3). The
optimized dummy yields somewhat lower density differences
with respect to the unperturbed molecule beyond the first
regular carbon atom. When comparing the density differences
between the initial and optimized dummy atoms directly
(rightmost plot in Figure 3), the strongest effect is located
at the dummy itself. Nevertheless, also at the methyl protons,
the density redistribution is still considerable.

3.3. NMR Chemical Shifts with the Optimized
Capping Potential. We have benchmarked the accuracy of
the optimized dummy atoms by calculating NMR chemical
shifts, which represent the electronic response to an external
magnetic field. These NMR parameters offer a unique
reduction of the complex electronic structure in the vicinity
of a nucleus into a single number, and they are highly
sensitive to small changes in the electronic orbitals. In this
way, they offer a local orbital-based probe, complementary
to the penalty functional itself that is based only on the total
density and geometric quantities. The isotropic NMR chemi-
cal shifts of the dummy-substituted molecule are compared
to those of the reference molecule in Table 2. Both the
optimized (Dopti) and the unoptimized (Dini) monovalent
dummy potentials are used, as well as the seven-valent one
(D7v) by Lilienfeld et al.,49 which was developed to
reproduce the electronic density in acetic acid. For the sake
of completeness, we have also added the results for a simple
hydrogen capping. To exclude the effects of conformational
changes on the NMR chemical shifts, we have always used
the optimized geometries of the full molecule.

It turns out (see Table 2) that the chemical shifts from
our optimized capping atom are generally in better agreement
with the all-QM calculation than for the initial (Dini) and
seven-valent (D7v) capping potentials. The initial potential
results in significantly lower chemical shifts, while the
heptavalent dummy overestimates the 1H shifts and under-
estimates the 13C shifts. Hydrogen capping in turn always
results in too positive chemical shifts. Only the optimized
monovalent substitution yields values close to the all-
quantum calculation for both nuclei. The deviations between
the reference and Dopti are below 0.3 ppm for protons and 1
ppm for carbon, which are errors that can certainly be
tolerated for nuclei that are only one or two bonds away
from the capping atom. This is not the case for all other
capping variants, which exhibit deviations in the NMR
chemical shifts of more than 1 ppm (1H) and 20-30 ppm
(13C). In conclusion, the NMR resonances of our dummy-
substituted ethane show indeed a very good agreement with
the corresponding full-quantum calculations, even for the
atom directly connected to the bond cleavage.

3.4. Energetic and Geometric Properties of the
D-C Bonds. We have optimized the geometry of the
reference ethane with the methyl group substituted by
the optimized dummy atom. The results for selected distances
and angles are shown in Table 3, and Figure 4 shows the
potential energy profile of ethane as a function of the D-C

Figure 3. Electron density difference maps for two dummy-substituted ethane molecules. Left: FDini-CH3 - FH3C-CH3; center: FDopti-CH3

- FH3C-CH3; right: FDopti-CH3 - FDini-CH3.

Table 2. Calculated 1H and 13C NMR Chemical Shifts δ and Anisotropies ∆σ (ppm) of Ethane before and after the
Substitution of the Methyl Group by Dummy Atomsa

(full-QM) R f CH3 R f Dini R f D7v R f Dopti R f H exptl69

δH 1.13 –0.72 3.34 0.94 2.21 0.86
∆σH 8.6 11.4 13.1 7.9 7.1
δC 10.97 –22.83 –0.31 11.68 28.88 7.00
∆σC 17.7 9.4 10.6 23.61 49.0

a In addition to our initial and optimized capping potentials (Dini and Dopti), the heptavalent potential developed by Lilienfeld et al.49 (D7v)
and a simple hydrogen atom were used.

Table 3. Optimized Bond Lengths (Å) and Vibrational
Frequencies of the C-D Bond for the Ethane Reference
Molecule before and after Substitution of the Methyl Group

(full-QM)
R f CH3 R f Dini R f Dopti R f D7v R f H

d(R-C) (Å) 1.54 1.68 1.54 2.04 1.10
d(C-H) (Å) 1.10 1.10 1.10 1.09 1.10
θH-C-R (deg) 111.3 110.3 112.8 106.8 109.4
θH-C-H (deg) 107.6 108.6 105.9 112.0 109.4
ν̃C-D (cm-1) 909 483 809 682 1103

1494 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Komin and Sebastiani



bond length. The equilibrium bond length of Dini-CH3 is
somewhat longer than the full QM value. The optimized
capping potential Dopti, in turn, improved this distance
considerably. Also compared to the heptavalent dummy
(D7v), we find a clear improvement of the equilibrium bond
distances, which is most likely due to the incorporation of
the atomic forces into our new penalty functional, eq 1.

Last but now least, the harmonic stretch frequency of the
Dopti-C bond is almost perfectly reproduced, while the
Dini-C and D7v-C variants show deviations. Not surpris-
ingly, the harmonic frequency of the hydrogen capping
cannot accurately reproduce the C-C frequency either
(although the carbon mass was used instead of the hydrogen
one in the calculation of the dynamical matrix).

The full potential energy curve for the D-C bond is
shown in Figure 4. The agreement of the optimized dummy
potential (red) with the full-QM dissociation curve (black)
is remarkable, while the initial capping potential shows an
underestimated dissociation energy and a somewhat extended
equilibrium bond length. For comparison, we also optimized
the capping potential using somewhat lower weights for the
geometric penalty contributions (wF and wE, data not shown).
This calculation resulted in a capping potential that was
numerically more similar to the original one (the regular C
potential; see Table 1), at the expense of a considerably worse
C-D bond distance and vibrational frequency.

3.5. Histidine. The good agreement obtained in the
previous section might have been fortuitous, as the dummy
potentials were optimized for the very specific molecule that
was subsequently benchmarked there. Thus, we have checked
the transferability of our dummy potentials by applying them
to a different molecule, namely, histidine. Two selected bond
lengths are listed in Table 4, comparing the initial and final
capping potentials to the full-QM results. In analogy to the
situation encountered for the ethane molecule, the initial Dini

capping yields a stretched D-C2 bond length, while C2-C3

is slightly shortened. Both deficiencies are considerably
improved upon by Dopti.

Table 5 shows the NMR chemical shifts of the full
histidine molecule and its imidazole fragment within a QM/
MM description, always using the optimized geometry of
the full histidine molecule. As expected, the strongest
deviations are observed for carbon C2 directly involved in

the bond cleavage. Here, the capping optimization scheme
results in the reduction of the error by almost an order of
magnitude compared to the unoptimized capping atom.
Similarly, a considerable improvement is obtained for the
next carbons C3 and C6, as well as nitrogen N7. In all these
cases, the optimized monovalent potential also performs
better than the heptavalent dummy atom. For C9 and N8,
which are further away from the bond cleavage, the situation

Figure 4. Potential energy curve for rigid stretching/compres-
sion of the C-C bond in ethane and D-CH3 with the original
and the optimized pseudopotentials.

Table 4. Geometric Data as Well as Computed and
Experimental Proton Affinities ∆E ) EDFT(X) - EDFT(X-H+)
for Histidine and Lysine as Well as their
Dummy-Substituted Fragmentsa

full-QM R f Dini R f Dopti R f H

Histidine
dD-C2 (Å) 1.57 1.69 1.55 1.1
dC2-C3 (Å) 1.51 1.49 1.51 1.50
∆E (kcal/mol) 238.1 245.8 239.4 235.8

Lysine
dD-C1 (Å) 1.56 1.69 1.55 1.1
dC1-C2 (Å) 1.55 1.55 1.55 1.55
∆E (kcal/mol) 225.6 232.8 228.3 76.96

a For the atom numbering, see Figure 5. R represents the
classical part of the molecule, i.e., the amino and carboxylic acid
groups.

Figure 5. Atom numbering and bond cutting scheme for the
histidine (left) and lysine (right) molecules. The molecular
fragments outside the “QM” boxes are substituted by means
of the capping potential (the dummy atom).

Table 5. Calculated 1H, 13C, and 15N NMR Chemical Shifts
(ppm) of Histidine and Its Dummy-Substituted Fragmenta

full-QM R f Dopti R f Dini R f D7v R f H exptl69

C2 32.46 27.03 -2.72 11.11 43.03 30.78
∆σ(C2) 25.72 27.05 41.46
C3 136.90 140.90 142.05 141.54 137.35 134.67
∆σ(C3) 80.40 84.40 84.04
C6 137.37 133.65 132.52 135.03 138.45 119.55
C9 138.05 136.37 135.96 137.37 137.85 138.97
N7 –202.97 –202.74 –200.70 –204.79 –202.73 -
N8 –138.91 –139.26 –139.60 –139.60 –137.12 -
H4 3.40 3.66 2.62 5.99 5.01 3.12
∆σ(H4) 6.39 7.84 10.09
H5 3.56 3.14 2.03 5.26 4.46 3.23
∆σ(H5) 6.53 6.73 8.63
H10 7.60 6.86 6.56 7.28 7.06 7.06
H11 9.93 9.82 9.66 9.93 9.84
H12 7.33 7.17 7.09 7.20 7.25 7.80

a For the atom numbering, see Figure 5. Data for both the initial
and optimized dummy potentials (Dini and Dopti) as well as the
heptavalent one (D7v)49 are shown.
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is less drastic, and all three choices yield similarsyet
smallsdiscrepancies with respect to the full-QM calculation.

The hydrogens exhibit smaller absolute deviations,
which is because their NMR chemical shift spectrum spans
a range that is about an order of magnitude smaller than
that of C and N nuclei. Nevertheless, the shifts of the
hydrogens adjacent to the bond cut (H4 and H5) are
considerably better. The problem for H4 might be due to
the effect of the lone electron pairs of the nearby nitrogen,
which are missing entirely when the left fragment is
replaced by the capping potential. We think that the same
phenomenon applies to H10, which is in somewhat better
agreement after the optimization. The deviations of H11

and H12 are quite small and do not obviously correlate to
the choice of the capping potential. In most cases, the
monovalent capping potential outperforms the heptavalent
one.

In addition to the NMR chemical shifts, we have used
the optimized capping potential to compute the proton
affinities, with N8 as the protonation site. The energy
differences between the neutral and charged histidine
molecules (also given in Table 4) from the Dopti capping
model are quite accurate when compared to the full-QM
results. The error from the full-QM proton affinity is
reduced from ∆E ) 7.7 kcal/mol to ∆E ) 1.3 kcal/mol,
which corresponds to less than 1% of the total affinity. In
conclusion, the capping potential which was optimized
for the ethane molecules yields a very good overall
accuracy when transferred to histidine.

3.6. Lysine. Our second QM/MM application of the
capping potential is the amino acid lysine, which was split
into QM/MM fragments as illustrated in Figure 5. In our
setup, the amino group was replaced by our initial and
optimized dummy potentials; note that also here the Dopti

parameters were taken from the ethane-based optimization
without any further change. The results of the geometry
optimization using our initial and optimized capping
potentials Dini and Dopti are shown in Table 4. While the
C1-C2 bond is not affected by the bond cleavage, the
D-C1 bond length is notably different for the unoptimized
capping potential. A similar improvement is observed for
the proton affinity of lysine.

The NMR chemical shifts obtained via our full-QM and
QM/MM calculations are summarized in Table 6, again using
the optimized geometry of the full lysine. It turns out that
the results for the Dopti capping potential are in better
agreement with the full-QM values than that those from the
hydrogen capping and the unoptimized dummy Dini. The
deviation of the C1 chemical shift is decreased from 30 to
<1 ppm, and for H6 and H7, we find improvements from ∆δ
) 1.1 ppm to ∆δ < 0.1 ppm. This suggests that the
nonoptimized dummy potential leads to a distortion of the
electronic density that significantly affects the atoms near
the “broken” QM/MM bond. Inspecting the shifts of C2, C3,
and C4 under the Dini capping, we find that the influence of
the bond cleavage is not negligible even for the atoms which
are located several bonds away from the QM/MM border.
Nevertheless, the new Dopti agrees quite well with the full-
QM calculations for all atoms.

4. Conclusion

We have presented improved monovalent capping poten-
tials for hybrid QM/MM calculations within density
functional theory. The parameters of analytic effective
pseudopotentials are optimized such as to reproduce the
electronic density, proton affinities, atomic forces, and
geometries as closely as possible with respect to the
corresponding full-QM quantities. Particular focus is put
on the reliability of NMR chemical shifts as highly
sensitive probes of the ground-state and response proper-
ties of the electronic orbitals. The resulting analytic
capping potentials are shown to have a high transferability
for different molecules. An important advantage resulting
from the improved electronic structure of the optimized
capping potentials is that our Dopti can help to reduce the
QM box size significantly, since the perturbation of
the QM/MM bond cleavage is essentially undetectable in
the QM region beyond one single chemical bond.

Acknowledgment. S.K. thanks the Ubon Ratjatanee
University. D.S. acknowledges support from the Deutsche
Forschungsgemeinschaft (DFG) under Grants SE-1008/5 and
SE-1008/6. We are grateful to Jochen Schmidt for useful
discussions and for his precious help.

References

(1) Lehn, J.-M. Rep. Prog. Phys. 2004, 67, 249–265.

(2) Tolstoy, P. M.; Schah-Mohammedi, P.; Smirnov, S. N.;
Golubev, N. S.; Denisov, G. S.; Limbach, H. H. J. Am. Chem.
Soc. 2004, 126, 5621–5634.

(3) Meng, S.; Xu, L. F.; Wang, E. G.; Gao, S. Phys. ReV. Lett.
2002, 89, 176104.

(4) Chen, B.; Ivanov, I.; Klein, M. L.; Parrinello, M. Phys. ReV.
Lett. 2003, 91, 215503.

(5) Rapp, A.; Schnell, I.; Sebastiani, D.; Brown, S. P.; Percec,
V.; Spiess, H. W. J. Am. Chem. Soc. 2003, 125, 13284–
13297.

(6) Goward, G.; Sebastiani, D.; Schnell, I.; Spiess, H. W. J. Am.
Chem. Soc. 2003, 125, 5792–5800.

(7) Lee, Y.; Murakhtina, T.; Sebastiani, D.; Spiess, H. J. Am.
Chem. Soc. 2007, 129, 12406–12407.

Table 6. Calculated 1H, 13C, and 15N NMR Chemical Shifts
(ppm) of Lysine and Its Dummy-Substituted Fragmenta

full-QM R f Dini R f Dopti R f H exptl69

C1 37.54 7.33 37.27 53.11 32.60
∆σ(C1) 35.69 40.08 38.11
C2 28.81 30.88 30.79 28.66 24.13
C3 35.27 43.81 36.98 35.15 29.11
C4 48.10 48.27 47.81 47.58 41.75
N5 –293.21 –292.82 –292.95 –293.25
H6,7 2.25 1.13 2.24 3.56 1.9
∆σ(H6,7) 4.17 7.88 6.04
H8,9 2.25 2.13 2.24 2.36 1.5
H10,11 2.10 1.99 1.91 1.93 1.7
H12,13 3.72 3.59 3.65 3.69 3.0
H14 1.95 1.88 1.90 1.93
H15 2.78 2.70 2.74 2.77

a For the atom numbering, see Figure 5. R represents the
remaining fragments in the classical regions.

1496 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Komin and Sebastiani



(8) Gervais, C.; Dupree, R.; Pike, K. J.; Bonhomme, C.; Profeta,
M.; Pickard, C. J.; Mauri, F. J. Phys. Chem. A 2005, 109,
6960–6969.

(9) Murakhtina, T.; Delle Site, L.; Sebastiani, D. ChemPhysChem
2006, 7, 1215–1219.

(10) Rohrig, U.; Guidoni, L.; Laio, A.; Frank, I.; Rothlisberger,
U. J. Am. Chem. Soc. 2004, 126, 15328–15329.

(11) Sebastiani, D.; Parrinello, M. ChemPhysChem 2002, 3, 675.

(12) Murakhtina, T.; Heuft, J.; Meijer, J.-E.; Sebastiani, D.
ChemPhysChem 2006, 7, 2578–2584.
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Abstract: When using density functional theory (DFT), generalized gradient approximation
(GGA) functionals are often necessary for accurate modeling of important properties of
biomolecules, including hydrogen-bond strengths and relative energies of conformers. We
consider the calculations of forces using non-self-consistent (NSC) methods based on the
Harris-Foulkes expression for energy. We derive an expression for the GGA NSC force on
atoms, valid for a hierarchy of methods based on local orbitals, and discuss its implementation
in the linear scaling DFT code Conquest, using a standard (White-Bird) approach. We investigate
the use of NSC structural relaxations before full self-consistent relaxations as a method for
improving convergence. Example calculations for glycine and small alanine peptides suggest
that NSC pre-relaxations of the structure are indeed useful to save computer effort and time.

1. Introduction

Density functional theory (DFT) has become a standard
technique in materials simulations over the last twenty years
and is making an increasing impact in theoretical studies of
biochemical systems, especially those involving radicals1 and
catalysis by metals.2 While plane waves are often used as a
basis in condensed phases, local orbital basis functions make
it natural to work with a hierarchy of methods from non-
self-consistent (NSC) DFT calculations based on the
Harris-Foulkes (HF) expression for total energy3,4 to full
DFT, as well as providing an ideal framework for linear
scaling implementations. This hierarchy gives us the power
to perform many exploratory calculations rather quickly at
low precision, and then increase the precision in a well-
controlled way. The purpose of this paper is to extend our

previous treatment of forces5 for local orbital methods to
non-self-consistent GGA calculations, to discuss its imple-
mentation in the Conquest linear scaling DFT code6,7 and
to explore one aspect of the hierarchical approach: the
efficacy of an initial NSC relaxation in speeding up SC
relaxations.

For biological systems requiring ab initio accuracy,
typically QM/MM methods are used,8 though with recent
developments in linear scaling DFT,9 whole molecules or
large portions of molecules can be addressed.10-12 For small
QM regions, hybrid functionals can be used, but this is still
not practical for large regions despite progress with local
Hartree-Fock methods13 and screened hybrid functionals,14

so GGA is still important for large biochemical applications15

and is necessary for properties such as hydrogen-bond
strengths and relative energies of conformers.16 The localiza-
tion of linear scaling methods also makes them natural
candidates for embedding techniques, such as QM/MM, and
for embedding full DFT calculations into less precise
calculations such as NSC techniques.17

We recall the hierarchy of electronic structure methods5

of different accuracy for clarity. A first possibility is to
perform fully self-consistent DFT calculations with a fixed
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basis of pseudoatomic local orbitals (PAOs).6,18-21 Even
more accurate is to allow the local orbitals to vary by
expanding them in a sufficiently complete basis, such as
B-splines22 or periodic sinc functions.23 We call this full
DFT. For lower precision calculations, on the other hand,
we can use the non-self-consistent (NSC) Harris-Foulkes
functional with a fixed and often limited basis of PAOs and
fix the electronic density (often to a superposition of atomic
densities).24 Methods using a limited, fixed PAO basis bear
similarities with standard tight binding and, for this reason,
are sometimes called ab initio tight binding (AITB). When
NSC methods are used, the forces can be written5 so that
there is a clear contribution to the total force from the
difference between input and output charge densities; here,
we derive a form for this force in which the exchange-
correlation functional depends on the gradient of the charge
density, as well as the charge itself (as is the case for GGA
functionals). We note that the calculation of a correction to
the forces on ions caused by incomplete convergence of self-
consistency cycle is important for consistency between
energy and forces, and has been considered before,25,26

though not in the context of local orbital or linear scaling
methods (which present particular challenges, requiring
locality and expressions in terms of density matrices rather
than KS orbitals). A scheme to accelerate LDA molecular
dynamics using NSC LDA forces and local orbitals has also
been proposed.27

The paper is laid out as follows: in the next section, we
summarize the local orbital approach to DFT, recalling in
particular the linear scaling implementation and NSC forces;
we then derive the expression for NSC forces with reference
to a uniform grid (though the result can be easily extended
to other implementations); we then present tests comparing
full SC structural relaxation and NSC, followed by SC
structural relaxation, and conclude.

2. Local Orbitals and Non-Self-Consistent
Forces

As explained in detail elsewhere,5 we perform DFT calcula-
tions using a basis set of local orbitals (known as support
functions in Conquest), φiR(r), where i denotes an atom and
R is a local orbital on the atom. We assume throughout the
use of pseudopotentials, though this is not restrictive. The
total energy is then written

ETot ) Ekin + Eps + EHar + EXC + Ec (1)

where the kinetic (Ekin) and pseudopotential (Eps) energies
are found as usual, Ec is the core-core Coulomb interaction,
and the Hartree (EHar) and exchange-correlation (EXC) ener-
gies depend on the charge density

n(r) ) 2 ∑
n

fn|ψn(r)|2 (2)

where ψn(r) is a Kohn-Sham eigenstate and fn are orbital
occupancies.

The Kohn-Sham eigenstates are written in terms of the
local orbitals

ψn(r) ) ∑
iR

uiR
n
φiR(r) (3)

We note that the local orbitals are strictly localized within
some cutoff radius, and are in general nonorthogonal (〈φiR|φj�〉
) SijR�). For local orbitals φiR(r), whose form is fixed, the
total energy of the system is only a function of the expansion
coefficients uiR

n and the ground state is found by minimizing
the energy with respect to the coefficients, while imposing
orthonormality on the KS eigenstates and self-consistency.
This gives self-consistent DFT; full DFT can be achieved
by writing the local orbitals in terms of a sufficiently
complete basis. If, instead, the charge density is fixed and
composed of a superposition of pseudoatomic densities

nin(r) ) ∑
i

ηi(|r - Ri|) (4)

with ηi(|r - Ri|) the spherically symmetric density for atom
i which has position Ri, then we have non-self-consistent
DFT. We use the Harris-Foulkes energy3,4 and write

ETot ) EBS + ∆EHar + ∆EXC + Ec (5)

Here the Hartree and exchange-correlation double counting
terms (∆EHar and ∆EXC) are calculated with nin(r). In standard
DFT, the band-structure energy is given by a sum over KS
eigenenergies, EBS ) Σifiεi, where fi is the occupation. The
band-structure energy can also be written in terms of a
density matrix, F, as EBS ) 2Tr[FH]. In linear scaling DFT
codes,6,7,19,20,23 the energy is variationally minimized with
respect to the density matrix, with an explicit localization
constraint imposed (a good approximation for systems with
a gap, where there the density matrix decays exponentially
with distance).28 The Harris-Foulkes energy agrees exactly
with the standard KS expression (eq 1) at self-consistency,
and away from self-consistency deviates from that energy
by an amount second order in the deviation of nin(r) from
the self-consistent ground state n(r).

The forces can be conveniently written in terms of the
density matrix, whether this is found by exact diagonalization
or linear scaling techniques, and the form of the equations
is identical, as explained in detail elsewhere.5 The final form
is

Fi ) Fi
ps + Fi

P + Fi
NSC + Fi

c (6)

where there are Hellmann-Feynman contributions from the
motion of the pseudopotentials (denoted ps), Pulay contribu-
tions from the motion of basis functions with the atoms
(denoted P; we note that some linear scaling codes use basis
functions which do not move with atoms, and do not have
these forces), contributions from non-self-consistency (de-
noted NSC) and finally from ionic core interaction (denoted
c).

The only difference between the SC and NSC forms is
the NSC force term itself, which is written

Fi
NSC ) -∫ dr[δVHar(r)∇in

in(r) + δn(r)∇iVXC(r)]

(7)

where δn(r) ) nout(r) - nin(r) is the difference between the
input density and the density built from the KS orbitals (eq
2), δVHar(r) is the Hartree potential because δn(r) and
∇iVXC(r) is the gradient of the exchange-correlation potential
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for the input density with respect to the position of atom i.
The derivation of Fi

NSC previously given5 assumed an LDA
functional and needs to be reworked for GGA.

GGA functionals take the form

Exc[n(r)] ) ∫ drfxc(n(r), ∇n(r)) (8)

Note that this is commonly written in a different but
equivalent form, using enhancement factors Fxc, so that fxc

) nεx
unif(n)FXC(n,∇n), where εx

unif is the uniform electron gas
exchange energy density. The GGA kernel fxc depends
explicitly on both the electronic density, n(r), and its gradient,
∇n(r) (which will be denoted g(r) for brevity). In almost all
GGA functionals the dependence is only on the magnitude
of the gradient, |∇n(r)|; we preserve the full gradient both
for completeness and because the algebra is clearer; we use
the magnitude of the gradient at the end of the derivation.
The gradient of the potential with respect to the position
of the atom i needed to compute (eq 7) becomes

∇iVxc(r) ) µxc′ [n(r), g(r)]∇in(r) (9)

with µxc′ (n) ) dVXC/dn(r). The exchange-correlation potential
is written29

Vxc(r) )
δExc

δn(r)
)

∂fxc

∂n(r)
- ∇·

∂fxc

∂g(r)
(10)

3. GGA NSC Forces

To derive the GGA NSC force on atoms, we must account
for the grid normally used to calculate the energy and
potential. We first consider some conditions that must be
met in order to avoid inaccuracies in numerical calculations.

3.1. Conditions on a Grid. It would be possible, in
principle, to work from the exact expression for the energy
and take a suitable discretization on the grid. However, there
is no a priori guarantee that the resulting forces would be
consistent with the energy on the same grid. Problems with
structural relaxation and energy conservation in molecular
dynamics can arise if the force is not consistent with the
discretized energy. We formulate two principles that must
be followed in the derivation:

(1) The exchange-correlation potential must be the exact
derivative of the approximate exchange-correlation
energy. The Kohn-Sham equations are Euler equa-
tions that result from the condition of total energy
stationarity with respect to the charge density. On a
grid, the total energy will not be exact, but the
approximate equations must nevertheless remain
stationary.

(2) Forces must be exact derivatives of the approximate
energy. Of course, because the energy is calculated
on a grid, the expression for the force will also be an
approximation. However, to use forces in structural
relaxations, there must be well-defined zero-force
atomic positions.

To enforce these principles, one must first approximate EXC

on a grid and then obtain the potential and forces from the
resulting expression, rather than representing VXC and Fi on
the grid directly. If possible, the same grid should be used

to represent the charge density, the energy, the potential, and
the forces on atoms.

3.2. White-Bird Approach. In the next three sections,
we will assume that we work on a regular grid, with three-
dimensional periodic boundary conditions, which allows us
to calculate gradients efficiently using FFTs; the resulting
formulas can be easily generalized to other schemes such as
atom-centered quadrature.30 We start by approximating the
GGA exchange-correlation energy (eq 8) as a sum over grid
points l

Exc[{nl}] ) ω ∑
l

fxc(nl, gl) (11)

with ω the volume per grid point, the value of the charge
density at a grid point l written as n(rl) ) nl and its gradient
∇n(rl) ) g(rl) ) gl.

The first quantity to be obtained from the energy is the
exchange-correlation potential. This was done by White and
Bird,29 who noted that although direct discretization of the
exact potential (eq 10) is possible in this case, it is still
inconvenient, because a grid twice as fine as the minimal
grid (the density grid) is necessary to avoid inaccuracies.

The White-Bird approach notes that derivatives on the
minimal grid are nothing but linear transformations on the
same grid. For example, the gradient of the density can be
expressed as

gl )
1
N ∑

m,l'

iGmnl'e
iGm·(rl-rl') (12)

where we write the reciprocal lattice vectors associated with
the uniform grid as Gm. This transformation uses two Fourier
transforms to form the gradient.

The transformation can be written as

gl ) ∑
l'

el,l'nl' (13)

with el,l′ ) - el′,l given by

el,l' )
1
N ∑

m

iGmeiGm·(rl-rl') (14)

Principle 1 from section 3.1 requires that

δExc ) ∑
l

dExc

dnl
δnl ) ω ∑

l

Vxc,lδnl (15)

Equivalently, using local orbitals as basis functions, the
energy (eq 11) is minimized by varying the coefficients of
the local orbitals (eq 3), uiR

n , so that

∂Exc

∂uiR
n

) ω ∑
l

dfxc,l

dnl

∂nl

∂uiR
n

(16)

Both eqs 15 and 16 imply that the exchange-correlation
potential for GGA functionals of the form (eq 8) is the total
derivative Vxc,l ) ω-1dEXC/dnl ) dfXC/dnl. Because the KS
matrix elements are also sums on a grid

〈φiR|Vxc|φj�〉 ) ω ∑
l

φiR,lVxc,lφj�,l (17)

with φiR,l ) φiR(rl), the exchange-correlation potential can
be expressed as

GGA Functionals J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1501



Vxc,l )
∂fxc

∂nl
+ ∑

l'

∂fxc

∂gl'
·
∂gl'

∂nl
)

∂fxc

∂nl
+ ∑

l'

∂fxc

∂gl'
·el',l

(18)

Note that this is the discrete counterpart of the exact potential
(eq 10), but it was obtained directly from the discretized
energy and yields an expression on the same grid as the
density.

Once the discretized potential has been found, the
Harris-Foulkes double-counting XC correction term results
from following the original derivation3,4 but applied to the
energies on the density grid. The result is simply

∆Exc[{nl}] ) ω ∑
l

(fxc(nl
in, gl) - nl

inVxc,l
in ) (19)

3.3. Expression of the GGA NSC Force. To correctly
derive the force on a grid, we proceed from the approximate
energies (eqs 11 and 19) and the expression for the NSC
force (eq 7). Considering only the NSC XC GGA force, we
find that on a grid the correct expression is

Fi
NSC,xc ) -ω ∑

l

δnl∇iVxc,l (20)

This is the natural discretization of the last term in eq 7.
From eq 18, the gradient of the potential, ∇iVxc,l, necessary

to evaluate the force, is

∇ipVxc,l )
∂

2fxc,l

∂nl
2

∇ipnl + ∑
q

∂
2fxc,l

∂nl∂glq
∇ipglq +

∑
l'q

∂
2fxc,l'

∂gl'q∂nl'
el',l

q ∇ipnl' + ∑
l'qr

∂
2fxc,l'

∂gl'q∂gl'r
el',l

q ∇ipgl'r (21)

where p, q, and r are Cartesian components. Alternatively,
using the linear relationship (eq 13) between the density and
its gradient

∇ipVxc,l )
∂

2fxc,l

∂nl
2

∇ipnl + ∑
l'q

∂
2fxc,l

∂nl∂glq
el,l'

q ∇ipnl' +

∑
l'q

∂
2fxc,l'

∂gl'q∂nl'
el',l

q ∇ipnl' + ∑
l'l''qr

∂
2fxc,l'

∂gl'q∂gl'r
el',l

q el',l''
r ∇ipnl'' (22)

We now insert eq 22 into eq 20, rearrange and define, for
clarity, the following quantities:

Ll
(1) ) ωδnl

∂
2fxc,l

∂nl
2

(23)

Ll
(2) ) ω ∑

l'q

δnl'

∂
2fxc,l

∂glq∂nl
el,l'

q (24)

Ll
(3) ) -ω ∑

l'q

δnl'

∂
2fxc,l'

∂nl'∂gl'q
el,l'

q (25)

Ll
(4) ) -ω ∑

l'r

Ml'rel,l'
r (26)

with

Mlr ) ∑
l'q

δnl'

∂
2fxc,l

∂glq∂glr
el,l'

q (27)

where we have used the symmetry of the transformation el,l′
)- el′,l. Ll

(1) is just a scalar quantity and Ll
(2) is the dot product

of a vector (a derivative of fxc) and ∇δnl. Both Ll
(3) and Ll

(4)

are divergences. Finally, Mlr is the dot product of ∇δnl and
a dyadic, that is, a vector.

The final expression for the non-self-consistent exchange-
correlation force is simply

Fi
NSC,xc ) -∑

l

Ll
tot∇inl ) -∑

l

Ll
tot∇iηi(|rl - Ri|)

(28)

with Ll
tot ) Ll

(1) + Ll
(2) + Ll

(3) + Ll
(4), that is, the sum of eqs

23-26, and Ri an atomic position, as usual. The second
equality is true for superpositions of atomic densities ηi of
the form of eq 4.

The continuum equivalent of the force is

Fi
NSC,xc(r) ) -∫ drLtot(r)∇iηi(|r - Ri|) (29)

which happens to have the same basic dependence on the
atomic densities as the LDA force,5 but with a more
complicated expression for the factor Ltot(r)

Ltot(r) )
∂

2fxc

∂n(r)2
δn(r) +

∂
2fxc

∂n(r)∂g(r)
·∇δn(r) -

∇·( ∂
2fxc

∂n(r)∂g(r)
δn(r) +

∂
2fxc

∂g(r)∂g(r)
·∇δn(r)) (30)

This form can be used to derive discretizations for other
integration grid schemes where necessary.

3.4. Implementation details. A subtlety about the imple-
mentation of eq 28 is that, in many widespread GGA
functionals, the kernel frequently depends on the gradient
only through its modulus and, therefore, all derivatives with
respect to the gradient have to be expressed accordingly. The
two relevant derivatives are the vector

∂
2fxc

∂nl∂gl
)

∂
2fxc

∂nl∂|gl|

gl

|gl|
(31)

and a dyadic made of the following components:

∂
2fxc

∂glp∂glq
)

∂
2fxc

∂ |gl|
2

glpglq

|gl|
2
+ δpq

∂fxc

∂ |gl|
1

|gl|
-

∂fxc

∂ |gl|

glpglq

|gl|
3

(32)

The latter appears in Mlr, in a dot product with ∇δnl, which
can be simplified for implementation as

gl·∇δnl

|gl|
2 ( ∂

2fxc

∂ |gl|
2
- 1

|gl|

∂fxc

∂ |gl|)gl +
1

|gl|

∂fxc

∂ |gl|
∇δnl (33)

When working on a regular grid, as we assume, it is
possible to use only eight Fourier transforms to evaluate the
force: four to determine the vector quantity ∇iδn(r), which
appears in eqs 24 and 27 (one direct transform of the scalar
δn(r), a product with the reciprocal lattice vectors and one
inverse per component), and four to obtain the divergence
of terms eqs 25 and 26, which can be computed together.
This number of FFTs is identical to the computational effort
needed to evaluate the functional itself, since eq 10, in the
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White-Bird formulation, also involves the calculation of
only one gradient and one divergence.

4. Applications

In this section, we will perform a NSC pre-relaxation before
refining the structure fully self-consistently. GGA functionals
are a useful test as they are more expensive to evaluate than
LDA, and hence the potential savings are also more
important.

We report on structure relaxations of glycine and two
homopolymers of alanine, penta-alanine (5 amino acid
residues) and deca-alanine (10 residues), using the PBE GGA
functional.31 We chose these systems because their relaxed
structures strongly depend on hydrogen-bond interactions
(Scheme 1). The structure of glycine was built de novo, but
with a geometry close to the minimum energy conformer,
that is, with the hydrogens of the amino group facing the
carbonyl oxygen of the carboxylic acid. In this conformation,
two hydrogen bonds are formed which contribute to stabilize
the molecule. Both oligopeptides of alanine were built in an
R-helix conformation, using an experimental structure (PDB
2DPQ) as a template.32 This structure was obtained using
X-ray diffraction crystallography, and hence, the hydrogens
were missing. Furthermore, most residues were not alanines,
and we built our model system by replacing all amino acid
side chains by methyl groups, in arbitrary conformations.

Structural relaxations were carried out using a standard
conjugate gradient (CG) algorithm in the implementation

available in Conquest. The code uses periodic boundary
conditions, but we made sure that the (orthorhombic) cell
was big enough to prevent interactions between different
images of the molecules. To avoid unwanted rotations, one
bond of glycine was kept constrained to a fixed axis. In the
polypeptides, only the side chains and hydrogens were
relaxed: since the positions of the backbone atoms
are experimental, in many practical situations we will want
to keep them fixed even if they do not fully agree with our
level of theory. The systems were small enough to make
exact diagonalization of the Hamiltonian feasible. Conse-
quently, the results should be of general validity and
comparable to those obtained by other codes that use standard
cubic scaling DFT. We note that the force formulas are
identical for linear scaling, and have been used to test larger
systems, such as DNA.12

All structures were relaxed by two methods. In the first
one, a two-step protocol was applied. The initial structure
was first relaxed non-self-consistently. The resultant inter-
mediate structure was then relaxed fully self-consistently.
We refer to this as method A. In the second method, the
initial structure was completely relaxed self-consistently until
convergence. This is method B.

Each CG step involves several evaluations of the func-
tional, for two reasons. A line search is necessary to locate
the minimum energy along the direction of the gradient. This
search is common to both NSC and SCF methods. In
addition, in SCF calculations, repeated evaluations are

Scheme 1. Self-Consistently Relaxed Structures of Glycine (A) and Amide-Terminated Deca-alanine in R-Helical
Conformation, Viewed along Its Axis (B) and Laterally (C)a

a Hydrogen bonds are represented by dashed lines. Color scheme: C, green; N, blue; O, red; H, white.
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performed to reach self-consistency (typically, of the order
of 10), while only one is necessary in the NSC case. Counting
the total number of functional evaluations summed over all
relaxation steps is, therefore, a better estimate of computa-
tional expense and calculation time than using the number
of relaxation steps as a measure.

Table 1 compiles our results for the systems described
above. While the total number of CG steps tends to increase
if method A is applied, compared to a full SCF relaxation
(method B), the NSC pre-relaxation consistently reduces the
number of CG steps in the SCF part of the calculation
(compare Step 2 of Method A with Method B in the table).
This result suggests that the NSC equilibrium point is not
far from the SCF one. Root mean square deviations (rmsd;
Table 2) support this idea, with distances to the initial
unrelaxed structure of similar magnitude for all (totally or
partially) relaxed structures and RMSDs about 1 order of
magnitude lower between the final relaxed structures by both
methods. Thus, the rmsd values show that, at least in these
examples, both methods lead to essentially the same energy
minimum; this is an indication that problems with local
minima are unlikely to be more common with NSC pre-
relaxation. The total energies of the completely relaxed
structures, also shown in Table 1, confirm this conclusion:
the maximum difference found between the SCF values by

both methods, which happened for deca-alanine, was 0.0002
Ha (or 0.1255 kcal/mol) and would satisfy chemical accuracy
criteria.

Table 1 also shows that, except for glycine (a very small
system), where the number of evaluations of the energy
functional is very similar with and without NSC pre-
relaxation, the NSC pre-relaxation can save a significant
portion of energy evaluations. Indeed, this portion is as high
as about 50% for both example peptides.

5. Discussion and Conclusions

This work presents the expression for the non-self-consistent
exchange-correlation contribution to the DFT force on atoms
when GGA functionals of the standard form are used. This
expression is necessary to perform non-self-consistent ab
initio tight binding electronic structure calculations with this
important class of functionals. It also makes it possible to
carry out NSC pre-relaxations of condensed-matter systems
and molecular structures. Moreover, the expression of the
force can also be used to correct the forces of poorly
converged self-consistent calculations.

We have shown that the expression can be computed on
a regular grid using only 8 Fourier transforms. This is the
same as for the evaluation of the functional itself, which
makes the force calculation efficient. Furthermore, as was
the case for LDA functionals, the expression remains

Table 1. Comparison of SCF Relaxations of One Amino Acid and Two Peptides, with (Method A) and without (Method B)
NSC Pre-relaxationa

method A method B

step 1 (NSC) step 2 (SCF) total 1 + 2 only SCF

glycineb CG steps 32 16 48 21
functional evaluations 116 733 849 805
total energy (Ha) -56.625449 -56.475861 -56.475870

penta-alaninec CG steps 105 23 128 53
functional evaluations 373 1180 1553 2961
total energy (Ha) -242.121314 -241.541173 -241.541182

deca-alanined CG steps 73 28 101 75
functional evaluations 299 1081 1380 3036
total energy (Ha) -474.779129 -473.372474 -473.372670

a All relaxations were conducted using a conjugate gradient algorithm until the maximum force component was below 5.0 × 10-4 Ha
Bohr-1. NSC calculations were continued self-consistently in the second step of method A. b Ten atoms, two of them constrained to a fixed
axis to avoid rotations c Fifty-four atoms, of which 38 were allowed to move and the rest (the heavy atoms of the backbone) were kept static
d One hundred four atoms, of which only 73 moved.

Table 2. Root Mean Square Deviations (Å) between the Structures of the Molecules in Table 1 at Several Levels of
Relaxationa

method A method B

step 1 (NSC) step 2 (SCF) only SCF

glycine unrelaxed 0.097 0.069 0.069
method A step 1 (NSC) 0.063 0.062

step 2 (SCF) 0.008
penta-alanine unrelaxed 0.279 0.269 0.258

method A step 1 (NSC) 0.082 0.094
step 2 (SCF) 0.023

deca-alanine unrelaxed 0.320 0.301 0.298
method A step 1 (NSC) 0.068 0.076

step 2 (SCF) 0.017

a For each molecule, the compared structures are initial guess (unrelaxed), relaxed non-self-consistently (method A, step 1) and then
self-consistently (method A, step 2), and relaxed fully self-consistently from the unrelaxed structure until convergence (Method B). The
completely relaxed structures are labelled method A, step 2 (SCF) and method B, only SCF, and the RMSDs show that both methods lead
essentially to the same minimum, in agreement with the energies in Table 1.
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unchanged in linear scaling algorithms and can thus be
applied to large systems.

We have presented geometry optimization results on small
and medium size biomolecular systems using the Conquest
code. Although we have not used the linear-scaling capabili-
ties of the code in this work, large biomolecules, in particular
hydrated DNA,12 have already been studied with Conquest.
The calculations in this work show that NSC pre-relaxations
can assist in finding equilibrium geometries faster than by
using only self-consistent methods. This will be important
in larger problems, for which O(N) will be essential.

For the two small alanine peptides considered, there were
important savings (of almost 50%) in the total number of
functional evaluations, the most expensive part of the
calculation. (For glycine, the smallest amino acid, the pre-
relaxation made only a small difference: 849 and 805
Harris-Foulkes energy evaluations respectively). This is a
promising result and indicates that the method could be of
general validity. However, to gain confidence in this conclu-
sion, more calculations are needed. In particular, globular
proteins could be more difficult problems than the simple
R-helical structures presented here. Finally, we should note
that we used a conjugate gradient algorithm. The inter-
relationships of the pre-relaxation method with other, more
efficient geometry optimization approaches should be evalu-
ated in the future.
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Abstract: The exchange coupling in a structuraly characterized CuII
2 complex is analyzed to

highlight the role of H bonds in the generation of efficient magnetic interactions. The interest for
complementary insights which are not accessible through DFT calculations (Desplanches, C.
et al. J. Am. Chem. Soc. 2002, 124, 5197) has driven this state-of-the-art ab initio inspection.
The wave function expansion based upon localized orbitals allows us to selectively turn on
specific mechanisms and quantitatively evaluate their roles in the exchange interactions. Our
singlet-triplet splitting calculations demonstrate the enhancement of the magnetic coupling
through a concerted oxygen-to-metal charge transfer and electronic redistribution within the
OH bond of the OH · · ·O magnetic linker. This mechanism accounts for ∼35% of the total
experimentally measured singlet-triplet energy difference. This analysis strongly suggests that
H bonds might be particularly useful not only in the establishment of intermolecular contacts
but also within the basic units of magnetic materials.

Introduction

The importance of hydrogen bonds1 in biology, physics, and
chemistry has been much debated since these weak bonds
might be at the origin of fundamental phenomena such as
DNA structuration, biochemical reactions, and spin transition.
While the former phenomena have been evidenced and much
studied for several decades, it is more recently that magnetic
systems involving H bonds have been the subject of intense
research due to the tremendously promising spin-crossover
behavior.2 The possibility to generate bistability using various
nuclearities building blocks interacting through weak bonds
contacts has been suggested as an original synthetic route.3

Cooperativity is known to be of particular importance, and

its origin might be found in π-stacking or H-bond networks
formation. The quantification of such weak bonds using
quantum chemical calculations has thus become a challenging
issue.

Traditionally, the analysis of magnetically coupled systems
relies on the Heisenberg Hamiltonian H assuming that the
spatial parts of the spin-states wave functions are very
similar. Thus, one introduces a so-called exchange coupling
constant J which is expected to depict the low-energy
spectroscopy writing H ) -JS1S2. For a dinuclear species
with one unpaired electron on each metal ion, the resulting
singlet-triplet energy separation ET s ES simply reads J.
The corresponding value extracted from magnetic suscep-
tibility measurements can be compared to quantum chemical
calculations.

Even though density functional theory (DFT) based
methods have often reached good agreement in the deter-
mination of such constants,4 they may not give access to
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the underlying mechanisms which govern the spin-states
ordering. Besides, it is known that the evaluation of weak
interactions relies on explicitly correlated ab initio calcula-
tions which are flexible enough to account, for instance, for
the dynamical charge fluctuations (i.e., dipole-dipole inter-
actions). Nevertheless, their accurate evaluation remains a
challenging issue of constant interest since the system sizes
preclude the use of such quantum theory methods. This kind
of wave-function-based calculation has proved to reach
spectroscopic accuracy for magnetically coupled extended
materials.5

We report herein a detailed investigation of the exchange
interactions in the Cu2 model complex 1 (see Figure 1),
extracted from the reported [Cu(DiimH)]2,

6 where four
methyl groups were replaced by H atoms. The theoretical
strategy we suggest allows us to (i) perform ab initio wave
function calculations (i.e., configurations interaction, CI) on
these rather extended architectures and (ii) quantify the
contributions arising from the hydrogen-bond backbone. One
may wonder how much the O1H · · ·O2 (see Figure 1)
structural and electronic characteristics influence the nature
and amplitude of the magnetic interactions between the two
paramagnetic centers. Part of the answer is to be found in
quantum chemistry calculations in which specific mecha-
nisms can be turned on at will. In that sense, this work
complements the quantitative evaluations which are acces-
sible by means of DFT-based approaches. In fact, the reading
of the multideterminantal wave functions based upon local-
ized orbitals (i.e., valence-bond-like picture) offers a step-
by-step analysis of the relevant mechanisms accounting for
the spin-states hierachization. By selecting the valence
orbitals, one can grasp their role in the establishment of
efficient magnetic channels. Particular attention is paid to
the O1H · · ·O2 bridge geometry and the valence orbitals
involved in the exchange mechanism. A detailed analysis
of the correlated wave function suggests that the charge
fluctuation within the OH bond facilitates the ligand-to-metal
charge transfer (LMCT). This superexchange-like mechanism
is very sensitive to the O1H · · ·O2 angle θ since colinearity
along the H bond greatly enhances (∼20%) the antiferro-
magnetic behavior.

Computational Details

The coupling between the magnetic moments localized on
the CuII metal ions was investigated using wave-function-
based calculations. This framework is particularly appealing
in the microscopic analysis of the exchange interactions. With

this goal in mind, the difference dedicated configurations
interaction (DDCI) method7 has been designed and success-
fully applied8 to evaluate vertical energy differences. First,
complete active space self-consistent field (CASSCF) cal-
culations were performed to generate a reference space
including the leading electronic configurations in the desired
spin multiplicities, singlet (S ) 0, S) and triplet (S ) 1, T).
The minimal active space includes two electrons localized
upon the two mainly d-type molecular orbitals (CAS[2,2]).
In order to grasp the importance of the hydrogen bonds in
the exchange coupling, this minimal active space was
enlarged to include the O1H · · ·O2 bridge molecular orbitals
(MOs) in the reference wave function. Thus, a CAS[10,8]
(10 electrons in 8 MOs) was considered to account for the
contributions arising from the oxygen atoms lone pairs (nO2)
and bonding and antibonding O1H groups MOs (σO1H and
σ*O1H). This particular CAS is flexible enough to incorporate
all the contributions arising from the charge fluctuations
within the O1H · · ·O2 bridges. All CASSCF calculations were
performed using the Molcas 6.0 package9 and available
ANO-RCC-type functions. The Cu atoms were described
with a (21s15p10d6f4g2h)/[5s4p3d] contraction.10 Particular
attention was paid to the bridge parts and first nearest
neighbors of the metal ions. Thus, a (14s9p4d3f2g)/[3s2p1d]
contraction was used for the N and C atoms, whereas the O
atoms were described by a (14s9p4d3f2g)/[3s3p1d] contrac-
tion.11 A (8s4p3d1f)/[2s1p] contraction was used for the H
atoms involved in the hydrogen bonds.12 The other H atoms
were depicted with a smaller basis set (8s4p3d1f)/[2s]. In a
valence-bond (VB) type framework, orthogonal localized
orbitals (LOs) were finally constructed using the canonical
CASSCF orbitals. These LOs allow for a chemically intuitive
analysis of the relevant mechanisms accompanying the
singlet-triplet hierarchization.

The dynamical polarization and correlation effects were
then incorporated using the DDCI method as implemented
in the CASDI code.13 A detailed analysis of the underlying
mechanisms was given in the pioneer work of de Loth et
al.14 It has been clearly demonstrated that a bare valence-
only description (i.e., CASCI energy difference) is not
reliable to accurately grasp energy differences as small as a
few tens of wavenumbers.15 Thus, one should include
selected configurations reached by excitations on top of the
CASSCF wave function. As the number of degrees of
freedom (i.e., holes in doubly occupied (inactive) MOs or
particles generated in empty (virtual) MOs) grows, the
successive CAS+S (also referred to as DDCI-1), CAS+DDCI-
2, and CAS+DDCI-3 levels are reached by expanding the
CI space. Since the DDCI philosophy relies on the simul-
taneous characterization of different states which share
similar spatial descriptions, a common set of MOs must be
initially determined to build up the CI space. The CASSCF
triplet LOs were used. Nevertheless, we checked that these
J values are almost unaffected by the use of the singlet state
LOs, whatever the level of calculations.

Following the minimal active space CAS[2,2] inspection,
we were able to reach a DDCI-3 level of calculations. This
is to be contrasted with the use of the enlarged CAS[10,8]
which disposes any calculation beyond CAS+S. Neverthe-

Figure 1. Cu2 centrosymmetric model complex 1. The
experimental O1H · · ·O2 angle θ is 159°.
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less, it has been shown that inclusion of the bridge MOs
allows one to reach spectroscopic accuracy at a CAS+S
level.16 Indeed, this enlarged CAS[10,8] incorporates all the
electronic configurations which are likely to qualitatively
discriminate the singlet from the triplet states. In particular,
it contains all the leading CAS[2,2]+DDCI-3 mechanisms,
i.e., the ones which involve the bridges MOs (see Figure 2).
At a CAS[10,8]+S level, the important instantaneous charge
relocalization upon the external part of the ligands are taken
into account.14 Besides, some particular mechanisms involv-
ing the charge redistributions within the O1H bonds are
explicitly turned on (σO1H

2 σ*O1H
0 f σO1H

0 σ*O1H
2 double

excitation process), and their coupling to LMCT can
be evaluated. This concerted scenario, which allows for the
electron transfer from one CuII center to the other, is absent
in the CAS[2,2]-based DDCI-3 calculations.

Complementary DFT calculations were performed to
clarify the preference for linearity in the O1H · · ·O2 fragment.
We used the B3LYP exchange-correlation functional with
triple-� basis sets as implemented in the Gaussian03 code.17

Starting from the triplet DFT MOs, the broken-symmetry
(BS) state18 was converged to extract the exchange coupling
constant J ) EBS - ET. Even though the J extraction based
upon unrestricted DFT calculations is still controversial,4a,19

we used the same strategy as suggested in ref 20.

Results and Discussion

On the basis of quantitative DFT calculations,20 it has been
previously stated that the H bridges play essentially an
indirect structural role. Nevertheless, the single-reference
character of the DFT wave function does not provide a
microscopic picture for the underlying mechanisms. In
particular, how much a H bond gets involved in the
establishement of efficient magnetic interaction is of par-
ticular importance in the preparation of magnetic materials.
To complement the DFT data and offer a detailed analysis
of the magnetic exchange mechanism, we first performed
multireference CASSCF calculations on 1. Considering the
d9 electronic configuration of the CuII ion, the minimal active
space consists of two electrons in two molecular orbitals
(MOs). As expected, the active MOs of both S and T states
are essentially the in-phase and out-of-phase linear combina-
tions of the Cu dxz atomic orbitals (see Figure 3).

The CAS[2,2]SCF energy difference ∆E ) ES s ET leads
to a poor estimation of J ≈ -9 cm-1. Nevertheless,

subsequent CI calculations significantly changed this state
of affairs. Along the reported DDCI scheme,7 one includes
a selection of determinants constructed on the triplet MOs.
Since these calculations might be out of reach due to the
large CI space, a strategy consists of building LOs to take
advantage of the local character of the correlation effects.
This valence-bond-type (VB) description allows one to
concentrate on the most relevant determinants.21

From our DDCI-3 calculations, the S-T energy difference
J is found to be -62 cm-1 (Table 1), reflecting a ∼35%
deviation from the reported experimental value -94 cm-1.6

This numerical discrepancy is rather puzzling since the DDCI
framework offers spectroscopic accuracy in the investigation
of magnetically coupled systems.8 Therefore, this non-
negligible deviation from both experimental6 and previous
DFT estimation (-87 cm-1)20 suggests that either (i) the H
atomic positions are ill defined since an intuitive chemical
picture would anticipate quasi-linearity of the O1H · · ·O2

bridge or (ii) some important mechanisms contributing to
the exchange coupling scheme are missing in the minimal
valence space approach.

Thus, DFT/UB3LYP and similar CAS[2,2]+DDCI-3
calculations were performed upon a hypothetical structure
2 constructed from 1 by setting θ ) 180°. Along this
deformation, we maintained the O-H bond distances ratio
constant, imposing a simultaneous shortening (∼0.02 Å) of
these particular distances. As seen in Table 1, |J| is
significantly enhanced as the O1H · · ·O2 angle θ reaches 180°,
in agreement with previous calculations.20 A similar conclu-
sion holds in light of the DDCI-3 calculations which exhibit
a -81 cm-1 exchange constant in 2. These results demon-
strate the apparent role of the H bonds in the establishment
of efficient exchange coupling channels. At this stage, let
us mention that the ground state S is lowered by ∼10 000
cm-1 as the geometry is modified from 1 to 2. This energy
stabilization was confirmed by full geometry DFT/UB3LYP
optimization which highlights a quasi-linearity of the

Figure 2. Most important CAS[2,2]+DDCI-3 mechanisms
included within the CAS[10,8] strategy. Figure 3. Magnetic MOs ag (left) and au (right) extracted from

a CAS[2,2] calculation over the T state.

Table 1. Calculated Exchange-Coupling Constant J (cm-1)
in Complexes 1 and 2a

minimal valence space,
CAS[2,2]+DDCI-3

extended valence space,
CAS[10,8]+S DFT

1 -62 -106 -100
2 -81 -128 -119

a Jexp ) -94 cm-1.
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O1H · · ·O2 bridge (θ ) 178°) while the rest of the structure
is negligibly modified. Even though the crystallization
conditions are likely to control the molecular units structu-
ration, our “magneto-structural” inspection suggests that the
role of the hydrogen bonds may not be limited to a structural
one.20 The oxygen atom lone pairs nO2 might be directly
involved in a superexchange-like mechanism with the
adjacent O1H group σO1H and σ*O1H orbitals, making the
O1H · · ·O2 fragment an efficient coupler.

Thus, the active space was enlarged to CAS[10,8] to
incorporate the valence orbitals and electrons of the
O1H · · ·O2 linkers (see Figure 4). In a CAS[2,2] approach,
the kinetic exchange22 is explicitly introduced. At a DDCI-3
level, this contribution is not only revisited but the mecha-
nisms involving the bridging ligand orbitals are turned on.14

However, a mechanism involving the simultaneous charge
reorganization within the OH bond and oxygen-to-metal
charge transfer is absent and might play a determinant role.
Thus, the CAS[10,8] strategy allows one to evaluate the
contributions of superexchange mechanisms which were not
accessible within the minimal CAS[2,2] approach. While the
CAS[10,8]SCF S and T energies are easily obtained, the
required CI treatment is much more demanding. Neverthe-
less, the VB-type description based on the LOs considerably
reduces the CI space. Besides, the use of this particular active
space including the valence LOs of the bridge (i.e., nO2, σO1H,
σ*O1H) affords a limited expansion of the wave function to
single excitations (so-called CAS+S space).16 As seen in
Table 1, our CAS[10,8]+S result displays quantitative
agreement (deviation smaller than 12%) with the experi-
mental data since J is calculated to be -106 cm-1. Besides,
the reading of the wave function based on the bond LOs
sheds the light on the importance of some specific electronic
configurations (i.e., charge transfer forms) which may
participate in the exchange coupling interaction. Any mecha-
nism which enhances the effective hopping integral between
the two CuII ions is likely to favor the antiferromagnetic
behavior.23 Since the antibonding orbital σ*O1H is mostly
localized upon the H atom, the σO1H

2σ*O1H
0 f σO1H

0σ*O1H
2

double-excitation process (see Figure 4) tends to accumulate

electronic density upon the H atom and deplete the O1 one.
Interestingly, this instantaneous charge reorganization within
the O1H bonds turned out to be concerted with the ligand-
to-metal nO2 f dxz excitations (see Figure 4). Finally, the
corresponding electronic configuration amplitude, though
small, is increased by an order of magnitude when the
O1H · · ·O2 fragment becomes linear. The comparison with
the previous minimal valence space calculations is rather
instructive. In fact, the here-evidenced electronic circulation
was not included in the CAS[2,2] calculations and led to an
underestimation of the effective hopping parameter. This is
to be contrasted with the improved S-T energy difference
as soon as the intrinsically through-H bond superexchange
mechanism is turned on. Finally, the corresponding electronic
density fluctuations bring a complementary stabilization (47
cm-1 as compared to the minimal CAS description) of the S
state over the T state in complex 2. In light of the ∼36%
deviation with the reported experimental value, one can
conclude that a much better agreement with experiment is
reached for structure 1 and structure 2 might not be a
satisfactory candidate. Besides, the need for an enlarged
CAS[10,8] demonstrates the importance of charge fluctua-
tions within the O1H · · ·O2 motif.

Conclusion

Our study sheds new light on to the prime role of hydrogen
bonds in magnetically coupled systems and the strength of
wave function methods to convey interpretative pictures.
DFT-based calculations have demonstrated satisfactory ac-
curacy in magnetic coupling evaluation, even if they remain
biased due to the arbitrariness of the exchange-correlation
functional. Moreover, they may not be well adapted to
provide such pictures since they rely on single-determinant
expansions of the wave functions. From our inspection using
wave-function-based calculations, the deviation between
experimental and a minimal valence space approach can be
ascribed to a non-negligible electronic circulation within the
O1H · · ·O2 bridge. This contribution, possibly among others,
accounts for a supplementary 44 cm-1 stabilization of the
singlet state over the triplet state. As expected, the coupling
constant is very sensitive to the O1H · · ·O2 angle, and it is
demonstrated that the hydrogen bond is directly involved in
a superexchange-like mechanism. Using localized orbitals,
we demonstrate that the H bond should not be a priori
disposed when exchange coupling constants are considered
in any magnetic systems. Our initial hypothesis regarding
the crystallographic positions of the bridging hydrogen atoms
can be discarded in light of comparative experimental and
theoretical exchange constant values. The rational design of
magnetic materials incorporating cooperativity effects through
weak bond contacts should benefit from this theoretical
inspection.
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Développement et des Ressources en Informatique Scienti-
fique” (IDRIS) for computing facilities. This research was
supported by the ANR (contract no. ANR-07-JCJC-0045-
01) (fdp-magnets) project.

Figure 4. Selected active spaces (ag symmetry): minimal
valence space (CAS[2,2], full-line box) and extended valence
space (CAS[10,8], dashed-line box). The blue arrow stands
for a double excitation, whereas the red harpoon corresponds
to a single excitation. The nO2 (bottom) and σ*O1H (top) orbitals
are sketched on the right-hand side.
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Abstract: Structures, accurate relative energies, equilibrium and vibrationally averaged rotational
constants, quartic and sextic centrifugal distortion constants, dipole moments, 14N nuclear
quadrupole coupling constants, anharmonic vibrational frequencies, and double-harmonic infrared
intensities have been determined from ab initio electronic structure computations for conformers
of the neutral form of the natural amino acid L-cysteine (Cys). A systematic scan located 71
unique conformers of Cys using the MP2(FC)/cc-pVTZ method. The large number of structurally
diverse low-energy conformers of Cys necessitates the highest possible levels of electronic
structure theory to determine their relative energies with some certainty. For this reason, we
determined the relative energies of the lowest-energy eleven conformers, accurate within a
standard error (1σ) of about 0.3 kJ mol-1, through first-principles composite focal-point analyses
(FPA), which employed extrapolations using basis sets as large as aug-cc-pV(5+d)Z and
correlation treatments as extensive as CCSD(T). Three and eleven conformers of L-cysteine
fall within a relative energy of 6 and 10 kJ mol-1, respectively. The vibrationally averaged
rotational constants computed in this study agree well with Fourier-transform microwave
spectroscopy results. The effects determining the relative energies of the low-energy conformers
of cysteine are analyzed in detail on the basis of hydrogen bond additivity schemes and natural
bond orbital analysis.

1. Introduction

Because amino acids are the building blocks of proteins and
peptides, the structural investigation of them, extending from
solids to the gas phase, has received considerable experi-
mental and theoretical attention.1 Cysteine (Cys) is the only
amino acid with a reactive sulfur moiety. In this regard,
cysteine contributes to diverse structures, including disulfide
bonds, zinc fingers, and Fe-S coordination in iron-sulfur
proteins.2 Functionally, disulfide bonds formed from cysteine
serve a central role in glutathione, a mediator of oxidative
stress, and strong nucleophilicity also makes cysteine a key
component of the active site in many other enzymes.3,4

In the gas phase, amino acids are intrinsically flexible
systems, occurring in their neutral form and exhibiting a large
number of low-energy conformers. Even glycine, with only
three rotatable single bonds, has eight conformers, five of
which have relative energies less than 12 kJ mol-1.1,5,6 The
number of natural amino acids is limited, and the relatively
small size of these molecules allows the application of highly
sophisticated quantum chemical methods to study their
equilibrium and dynamical structures and rotational-
vibrational spectra. The number of local minima on the
respective potential energy surfaces (PES) and the structural
properties of the related conformers, including accurate
relative energies, are available for a number of amino acids.
A review summarizing results before 1999 is provided in
ref 1. Given the accuracy of modern electronic structure
techniques, characterization of the complex PESs of amino
acids should precede and supplement related experimental
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structural and spectroscopic studies. The most accurate
equilibrium structures (in cases both Born-Oppenheimer and
semiexperimental ones) and relative energies (obtained within
the focal-point analysis (FPA) approach7-12) are available
for the amino acids glycine (Gly),5,13,14 alanine (Ala),13,15

threonine (Thr),16 and proline (Pro).17,18 The present high-
level computational study expands the list of structurally well
characterized amino acids by careful investigation of all of
the low-energy conformers of L-cysteine.

Cysteine is a good representative of those amino acids with
the added complexity of a side chain capable of substantial
hydrogen-bonding interactions. Substitution of an -SH group
for one of the H atoms of the methyl side chain of Ala
introduces two new rotators of significance, those around
the CR-C� and C�-S bonds (Figure 1). A dramatic increase
in the number of possible conformers results. The presence
of three H-bond donors and four H-bond acceptors in Cys
allows for the existence of twelve distinct types of hydrogen
bonds (Figure 2), including (a) bifurcated H-bonds between
-NH2 and -COOH, similar to those found in the most stable
conformers of Gly5 and Ala;15 (b) simple N-H donor bonds,
like the adducts to side chain S-H and to carboxylic acid
O-H and CdO; (c) side chain S-H interactions with
nitrogen and the carbonyl or hydroxyl oxygen; and (d) O-H

donations to CdO and to side chain S-H and NH2. While
H-bonds are certainly the main secondary interactions
determining the occurrence and relative energies of the
conformers of Cys, other structural factors are also important.
These include exchange, electrostatic, and hyperconjugative
electronic effects, as well as steric and dispersive interactions.
Detailed investigation of these structural factors is one of
the main goals of this study. In principle, Cys could contain
the same conformers as serine (Ser), its OH analogue.
However, since the interactions in Cys are weaker than in
Ser (the thiol group of the side chain has comparatively
poorer H-bonding characteristics), the barriers separating the
conformers are expected to be smaller and in some instances
may even disappear. In such a case, Cys would exhibit fewer
unique conformers than Ser.

Previous ab initio electronic structure computations per-
formed on Cys include studies on its conformational behav-
ior19 and on its various physical properties, including proton
affinities and ionization potentials.20 Schäfer et al.21 inves-
tigated 10 conformers of Cys at the RHF/4-21G level and
established conformational trends. Gronert and O’Hair22

located 42 conformers at several levels of ab initio electronic
structure theory, including RHF/6-31G* and MP2/6-
31+G*.23 Recently, Dobrowolski and co-workers24 located
51 conformers using the B3LYP and MP2 methods in
conjunction with the aug-cc-pVDZ (and in some cases aug-
cc-pVTZ) basis set. The computed B3LYP/aug-cc-pVDZ
frequencies were compared to IR matrix isolation spectra,
suggesting the presence of between three and six L-cysteine
conformers in the experiments.

The conformers of cysteine investigated previously range
in relative energy by at most 50 kJ mol-1. The six most stable
conformers of Cys lie within 7 kJ mol-1, while altogether
33 conformers have been identified within a 17 kJ mol-1

range. Alonso et al.25 recently identified five conformers
within 10 kJ mol-1 using laser ablation and Fourier-transform
microwave spectroscopy (FTMW). It is clear that the highest
possible levels of electronic structure theory must be
employed to obtain definitive energetics for these structurally
diverse but energetically similar conformers.

The present study yielded, as primary information, accurate
equilibrium structures and relative energies, as well as
copious spectroscopic molecular parameters related to the
vibrational and rotational spectra of the most important
conformers of Cys. In turn, the large number of computed
molecular properties allowed the investigation of a number
of interesting computational issues. These include systematic
errors in the geometries, bracketing the errors in relative
energies for different levels of theory, anharmonicity and
zero-point vibrational corrections, and the electron correlation
effects in properties such as quadrupole coupling constants.

2. Computational Details

Most of the atom-centered Gaussian basis sets selected for
the electronic structure computations of this study contain
both polarization and diffuse functions, both of which are
needed for the determination of accurate structures and
relative energies of H-bonded systems.26 The subcompact
3-21G27,28 basis lacks these functions, and thus it was used

Figure 1. Labeling scheme for cysteine.

Figure 2. Common hydrogen bond motifs and approximate
interaction strengths, where known.15,22 Approximate relative
energies of conformers can be treated additively as the
difference between the sum of near-atom interactions.
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only for prescreening the conformers at the Hartree-Fock29

level of theory. The correlation-consistent, polarized-valence
(aug)-cc-p(C)V(n+d)Z, n ) 2 (D), 3 (T), 4 (Q) basis sets of
Dunning and co-workers30-34 were employed extensively
for geometry optimizations and single-point energy computa-
tions within the FPA approach.7-10 The augmented (aug)
basis sets contain diffuse functions, while tight functions
necessary for treating core correlation are contained in the
core-polarized (C) basis sets. In addition, the “+d” notation
indicates a set of tight d-functions for second-row atoms to
rectify problems with the originally designed correlation-
consistent sets and thus smooth basis set extrapolations for
sulfur-containing molecules. For Cys, the aug-cc-pV(D+d)Z,
aug-cc-pV(T+d)Z, aug-cc-pV(Q+d)Z, and aug-cc-pV(5+d)Z
basis sets contain 233, 492, 891, and 1458 CGFs, respec-
tively. Only pure spherical harmonics were employed in all
basis sets used in this study.

Electronic wave functions were determined in this study
by the single-configuration, self-consistent-field, restricted
Hartree-Fock (RHF) method,29,35,36 by second-order Møller-
Plesset perturbation theory (MP2),23 and by coupled cluster
(CC) methods,37,38 including all single and double excitations
(CCSD),39 as well a perturbative correction for connected
triple excitations [CCSD(T)].40 In addition, energies and
geometries were determined using the hybrid density func-
tional B3LYP.41-43 Both the T1 diagnostics of coupled
cluster theory44,45 (∼0.014) and qualitative bonding prin-
ciples indicate that the conformers of Cys are well described
by single-reference correlation methods. The seven lowest
1s-like orbitals along with the sulfur 2s and 2p orbitals were
kept as frozen core (FC) in all post-Hartree-Fock treatments.

The electronic structure packages MAB-ACESII,46

MPQC,47-49 MOLPRO,50 and Gaussian0351 were used
extensively in this study.

2.1. Geometry Optimizations. Initial structures for the
geometry optimizations of the conformers of Cys were found
by systematically varying the six most important dihedral
angles (see Figure 1). The thiol carbon, τ(S11-C�-CR-C5),
and amine group, τ(H3-N1-CR-C�), were rotated in 30°
increments, while the carboxylic acid plane, τ(O6-O7-
C5-CR), thiol hydrogen, τ(H12-S11-C�-CR), carboxyl hy-
drogen, τ(H8-O7-C5-O6), and CR-C� bond, τ(S11-
C�-CR-N1), were rotated in 120° increments, resulting in
a preliminary set of 11 664 starting structures. The initial
geometries were optimized at the HF/3-21G level until the
Cartesian displacements between optimization steps were less
than 10-4 bohr. Redundant conformers were identified by
checking that energies and geometries were equivalent within
a given threshold. Energies were considered to be the same
if they were within 10-7 Eh, while bond lengths and angles
were required to be within 0.001 Å and 1.0°, respectively.
In total, a set of 90 unique HF/3-21G conformers were found.

The HF/3-21G structures were reoptimized at the frozen-
core MP2/cc-pVTZ level. When MP2(FC)/cc-pVTZ geom-
etry optimizations were performed, some of the higher-
energy HF/3-21G conformers disappeared, yielding a final
set of 71 conformers for Cys, according to the same
uniqueness criteria given above. The eleven MP2/cc-pVTZ
conformers within 10.0 kJ mol-1 of the lowest-energy

structure were chosen for a more detailed analysis. These
structures were reoptimized at the frozen-core MP2/aug-cc-
pV(T+d)Z level. Detailed information, including Cartesian
coordinates and energies of all the conformers found in this
study, is provided as Supporting Information. Following a
scheme first employed for glycine,5 the conformers are
numbered by Roman numerals (see Figure 3), reflecting the
energy ordering determined at the MP2(FC)/aug-cc-pV(T+d)Z
level. Similarly to Dobrowolski et al.,24 we choose a series
of dihedral angles to uniquely identify conformers, assigning
each angle as C (cis, -30° < τ < +30°), T (trans, 150° < τ
< 210°), G+ (gauche, +30° < τ < +90°), G- (gauche, -90°
< τ < -30°), A+ (anticlinal, +90° < τ < +150°), or A-

(anticlinal, -150° < τ < -90°). This notation is equivalent
to the Klyne-Prelog specification,52 but we use the terms
cis, gauche, and trans instead of synperiplanar, synclinal, and
antiperiplanar, respectively. In particular, we identify the
conformers via the dihedral angles τ(H8-O7-C5-O6),
τ(N1-CR-C5-O6), τ(S11-C�-CR-N1), τ(S11-C�-CR-C5),
and τ(N1-CR-S11-H12). τ(H8-O7-C5-O6) specifies the
carboxyl group as cis or trans, τ(N1-CR-C5-O6) identifies
the type of carboxyl-amine hydrogen bond,
τ(S11-C�-CR-N1) and τ(S11-C�-CR-C5) define the back-
bone of the molecule, and τ(N1-CR-S11-H12) gives the
orientation of the thiol hydrogen relative to the amine. For
some conformers, for example, Cys-II and Cys-VIII, the

Figure 3. Pictorial representation of the eleven lowest-energy
conformers of L-cysteine (Cys). See Figure 1 for numbering.
The labeling scheme identifies conformers based on the series
of dihedral angles τ(H8-O7-C5-O6), τ(N1-CR-C5-O6),
τ(N1-CR-C�-S11), τ(C5-CR-C�-S11), and τ(N1-CR-
S11-H6). A sixth identifier can be added for the “dihedral
angle” of the nitrogen lone pair relative to the CR-C5 bond in
cases of ambiguity (e.g., II and VIII).
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orientation of the amine lone pair relative to the C5-CR bond
must also be specified to uniquely identify the conformer.

The 71 conformers located here exceed those of Dobro-
wolski et al.,24 and Gronert and O’Hair,22 who observed only
51 and 42 distinct Cys conformers, respectively. Their initial
search tested 324 starting geometries at the AM1 level,
resulting in a preliminary set of only 58 conformers. In
contrast, our initial search was performed at the HF/3-21G
level on an initial set of over 10 000 starting geometries,
yielding a preliminary set of 90 conformers. Because it is
highly likely that the 71 distinct MP2(FC)/cc-pVTZ con-
formers located here exist in reality, it seems that the 20
conformers were missed in previous work due to the AM1
preoptimization step.

2.2. Focal-Point Analysis (FPA). To obtain relative
energies as accurately as possible, the focal point analysis
(FPA) approach7-12 was utilized. The eleven lowest-energy
structures of Cys (Figure 3), obtained at the MP2(FC)/aug-
cc-pV(T+d)Z level, were included in the FPA investigation.
Extrapolation of the energies to the complete basis set (CBS)
limit at the RHF and MP2 levels was performed, as part of
the FPA approach. For HF, the total energy was extrapolated
using the formula En ) ECBS + A exp(-Bn)53-55 with n ∈
{3,4,5}, where A and B are adjustable parameters, En is the
RHF total energy for a correlation-consistent basis set aug-
cc-pV(n+d)Z, and ECBS is the Hartree-Fock limit. For MP2,
the correlation energies (εn) were extrapolated according to
εn ) εCBS + Bn-3.56 Coupled-cluster energy corrections were
treated additively because the electron correlation contribu-
tions to the conformational energies at higher levels of theory
do not change significantly with the size of the basis set.

For the auxiliary corrections normally included within the
FPA approach, the core correlation term was obtained at the
MP2/aug-cc-pCVTZ level, while the relativistic57 and di-
agonal Born-Oppenheimer corrections (DBOC)58 were
deemed negligible. In similar FPA studies performed on the
conformers of proline18 and threonine,16 the relativistic
corrections to the relative conformational energies turned out
to be minuscule.

2.3. Spectroscopic Parameters. For the eleven lowest-
energy conformers of Cys, quadratic force constants were
computed at the B3LYP/aug-cc-pVTZ level using geometries
optimized at the same level. In addition, quartic force fields
in the normal coordinate space were determined at the
B3LYP/6-31G* level. No scaling of the force fields or of
the resulting vibrational frequencies was attempted. The use
of fully optimized reference geometries during the force field
determinations helps to avoid the nonzero force dilemma.59

Anharmonic, fundamental vibrational frequencies of the Cys
conformers were computed by applying the VPT2 form-
alism60-63 to the quartic force fields. Whenever a Fermi
resonance appeared, the corresponding contribution to the
fundamental frequency was evaluated by eliminating the
associated terms in the expression for the anharmonic
constants and then explicitly diagonalizing the 2 × 2
Hamiltonian matrix for the resonating states.

The optimized structures obtained at the MP2(FC)/aug-
cc-pVTZ level determine the equilibrium rotational constants,
while the quadratic and cubic force fields from B3LYP/6-

31G* yield the quartic and sextic centrifugal distortion
constants in the A-reduced representation, respectively. In
additition, quadrupole coupling constants are reported at the
MP2 level using a “locally dense” basis set composed of
the standard cc-pVTZ functions on carbon, sulfur, oxygen,
and hydrogen and the cc-pCV5Z functions on nitrogen. The
quadrupole coupling constant is determined by the electric
field gradient at nitrogen so that the combination of a locally
dense basis and MP2 generally produces good results (see
Supporting Information).

2.4. Zero-Point Vibrational Corrections. Zero-point
vibrational energies (ZPVE) were obtained as harmonic and
anharmonic values at the B3LYP/aug-cc-pVTZ and B3LYP/
6-31G* levels, respectively. Some ambiguity exists in the
computation of zero-point energies based on anharmonic
force fields. For molecules with many normal modes,
resonances occur in the energy denominators of the related
second-order vibrational perturbation theory (VPT2)60-63

expressions. Here, we employ the approach of Allen et al.,64

in which the oft-neglected G0 term is included to obtain an
expression for the zero-point vibrational energy completely
devoid of resonance denominators. The working equations
are

ZPVE ) 1
2 ∑
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32 ∑
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where the φijk and φijkl are cubic and quartic force constants
in reduced normal coordinates, Be

R denotes the rotational
constant for axis R, and the �ij

R are Coriolis coupling
constants. The total zero-point vibrational energies obtained
directly from Gaussian 03 were quite similar to those from
eq 1, but contained discrepancies as large as 30 cm-1 for
some conformers. While both our method and Gaussian 03
include the G0 term, Gaussian 03 includes anharmonic effects
by summing over the average of the harmonic and funda-
mental frequencies65

ZPVE ) 1
4 ∑

i

(ωi + νi) + G0 - 1
4 ∑

i

xii (3)

where xii is the diagonal anharmonic constant for mode i.
The anharmonic corrections to the ZPVE in Gaussian 03
therefore avoid resonance denominators by including the
explicit 2 × 2 matrix diagonalization for resonating states
(section 2.3), in contrast to our approach which avoids
resonance denominators by computing ZPVE directly in
terms of cubic and quartic force constants.

Anomalously large VPT2 anharmonic shifts are observed
for rotation of the S-H bond in the conformers Cys-IV, Cys-
VI, and Cys-XI. In general, for conformers Cys-IV, Cys-
VI, and Cys-XI, the thiol hydrogen is near the amino group,
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and the thiol rotation is strongly coupled to the NH2 wag.
Because of this coupling, VPT2 breaks down for these
modes, resulting in unphysically large anharmonic shifts. In
eq 1, we exclude those force constants involving at least one
mode for which VPT2 gives an anomalous fundamental
frequency.

2.5. Natural Bond Orbital Analysis. The natural bond
orbital (NBO) method transforms the molecular orbital
picture into a localized description based on the intuitive
Lewis structures of molecules.66-70 The NBO scheme
decomposes the 1-particle density matrix into formally
occupied 1-center core orbitals and lone pairs (nx) and
2-center bonding orbitals (σX-Y, πX-Y), which correspond
naturally to bonds drawn in a Lewis diagram. The localized,
Lewis density is transformed to the exact density through
delocalizations into formally unoccupied 2-center antibonding
orbitals (σX-Y, πX-Y) and unoccupied 1-center Rydberg
orbitals. These delocalizations can be interpreted physically
as energy-stabilizing donor-acceptor interactions between
localized orbitals, including conjugation (e.g., π f π*) or
hyperconjugation (σ f σ*). Applying perturbation theory
gives the leading, second-order energy correction due to these
donor-acceptor interactions as

E2 ) -
Fij

2

εi - εj*
(4)

where Fij is the Fock matrix element between occupied
orbital i and unoccupied orbital j*, and εi and εj* are the
corresponding diagonal Fock matrix elements. Here i and
j* do not represent canonical doubly occupied and virtual
molecular orbitals, but rather “almost doubly occupied” and
“almost unoccupied” orbitals, respectively. In this regard,
the Brillouin condition does not apply so that the matrix
elements Fij, while small, are not rigorously zero. Written
this way, the E2 values indicate the most important relaxation
from an idealized, local density to the exact density. For
cysteine, we can therefore assess the importance of hyper-
conjugation in conformational transitions through the NBO

formalism. Because E2 is based on perturbation theory, it
may overestimate the absolute magnitude of strong interac-
tions in which the energy denominator is small or the Fock
matrix element is large. However, the overall trends should
be consistent between conformers.

3. Results and Discussion

3.1. Relative Energies of Conformers. As observed
repeatedly for amino acids, the introductory Hartree-Fock
level of electronic structure theory, independent of the basis
set used, is unable to yield the correct relative energies of
the conformers of Cys (Table 1). RHF/CBS theory places
six conformers (Cys-III, -IV, -V, -VII, -X, and -XI) lower
in energy than the global minimum, Cys-I. While in Gly
and Ala the inclusion of electron correlation tends to decrease
the energy differences between the conformers,5,15 in the case
of Cys it increases the energy differences in almost all cases,
which might be attributed to the relatively weak interactions
present in Cys. Because sulfur is much more polarizable than
oxygen or carbon, the dipole-induced-dipole and dispersion
forces should be generally more important in Cys than in
Ala, Ser, or Pro, while S-H hydrogen bonds should be
weaker. Accordingly, the MP2 correlation energy destabilizes
all the conformers considered relative to I, as signified by
the positive δ[MP2] values in Table 1, which can be as large
as 15 kJ mol-1. This observation also serves as a warning
that the theoretical results obtained with small basis sets and
simple electronic structure methods might change consider-
ably once more rigorous techniques are employed.

Compared to δ[MP2], the δ[CCSD] and δ[CCSD(T)]
energy increments are relatively small but can affect relative
energies as much as 3.6 and 2.3 kJ mol-1 for CCSD and
CCSD(T), respectively. Such amounts are clearly substantial
when so many conformers are within a window of a few kJ
mol-1. Interestingly, but again in line with earlier work on
the conformers of Thr16 and Pro,18 the relative energies are
barely affected by core correlation. Even the largest change
is smaller than 0.35 kJ mol-1. In contrast, ZPVE corrections

Table 1. Summary of Focal Point Analysis for the Relative Energies of the Eleven Most Stable Conformers of Cysteinea

Basis I II III IV V VI VII VIII IX X XI

∆E(RHF)a DZ 0.00 3.82 -3.91 -0.09 -5.29 7.62 -2.85 3.23 4.57 -2.75 -0.17
TZ 0.00 3.67 -4.00 -0.39 -5.40 7.22 -2.34 3.15 4.27 -2.52 -0.13
QZ 0.00 3.59 -4.02 -0.50 -5.54 7.13 -2.33 2.97 4.06 -2.54 -0.17
5Z 0.00 3.57 -4.04 -0.54 -5.59 7.11 -2.36 2.94 4.02 -2.57 -0.23
CBS 0.00 3.56 -4.06 -0.55 -5.61 7.09 -2.39 2.93 4.01 -2.60 -0.25

δ[MP2]a DZ +0.00 +2.20 +10.67 +8.37 +12.77 +1.80 +11.14 +7.24 +6.90 +12.64 +11.25
TZ +0.00 +2.83 +11.43 +8.98 +14.38 +2.07 +11.64 +7.87 +7.50 +14.46 +12.32
QZ +0.00 +2.94 +11.71 +9.00 +14.40 +2.28 +11.72 +7.82 +7.49 +14.60 +12.62
5Z +0.00 +2.98 +11.74 +8.98 +14.41 +2.32 +11.69 +7.84 +7.52 +14.65 +12.63
CBS +0.00 +3.02 +11.78 +8.95 +14.43 +2.37 +11.66 +7.86 +7.55 +14.71 +12.64

δ[CCSD] DZ +0.00 -0.66 -2.90 -1.84 -3.20 -1.03 -2.92 -2.60 -2.56 -3.32 -3.04
TZ +0.00 -0.70 -3.05 -2.03 -3.64 -1.00 -3.14 -2.83 -2.76 -3.60 -3.30

δ[CCSD(T)] DZ +0.00 +0.42 +1.88 +1.64 +2.04 +0.30 +1.80 +1.08 +1.01 +1.84 +1.85
TZ +0.00 +0.49 +2.06 +1.78 +2.33 +0.32 +1.96 +1.15 +1.07 +2.21 +2.10

∆E(CCSD(T)/CBS) 0.00 6.37 6.73 8.15 7.51 8.78 8.09 9.11 9.87 10.72 11.19
core correction +0.00 +0.13 +0.17 +0.04 +0.33 +0.04 +0.17 +0.21 +0.21 +0.33 +0.21
harmonic ZPVE +0.00 -0.01 -2.19 -2.38 -2.24 -0.71 -1.73 -0.93 -1.00 -1.85 -1.76
anharmonic correction +0.00 +0.08 +0.08 +0.14 +0.21 -0.55 -0.01 +0.21 +0.05 +0.32 -0.10
∆E(FPA) 0.00 6.58 4.79 5.95 5.81 7.56 6.52 8.60 9.13 9.52 9.54

a All values given in kJ mol–1. ∆E denotes a relative energy between conformers. δ denotes an incremement or correction to ∆E with
respect to the preceding level of theory in the hierarachy RHF f MP2 f CCSD f CCSD(T).
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can affect relative energies on the order of 2 kJ mol-1.
Anharmonic corrections to the relative energies were less
than 0.21 kJ mol-1 for all conformers except Cys-VI and
Cys-X, for which these shifts were -0.55 and +0.32 kJ
mol-1, respectively.

The MP2(FC)/aug-cc-pV(T+d)Z single-point energies
happen to be quite accurate (Table 2) because the CCSD
and CCSD(T) increments are usually of opposite sign and
partially cancel (Table 1). In this regard, many of the MP2
relative energies in Table 2 are closer to the FPA results
than their CCSD counterparts. The effect of higher-order
correlation from the CCSD(T) perturbative triples is not
negligible, however, and the definitive FPA scheme alters
the MP2 energy ordering of the conformers. In general,
B3LYP performs reasonably well for most conformers but
can be in error by as much as 2.7 kJ mol-1, as seen in Cys-
VIII. While density functional theory can be useful for zero-
point corrections and geometry optimizations, obtaining the
correct energy ordering of so many conformers in such a
small energy range (10 kJ mol-1) clearly requires better
accuracy than B3LYP provides. A rigorous energy ordering
therefore necessitates correlation treatments as extensive as
CCSD(T) and also considerations inherent in the FPA
scheme.

The FPA scheme allows errors to be bracketed based on
the observed convergence to the basis set and correlation
limits. The RHF relative energies are converged to better
than 0.05 kJ mol-1 with the aug-cc-pV(5+d)Z basis, and
thus there should be virtually no basis set error in our final
RHF/CBS results. Similarly, the MP2/aug-cc-pV(5+d)Z
correlation increments match the extrapolated values within
0.1 kJ mol-1 for all conformers, and the associated basis set
errors should again be negligible. For the coupled-cluster
increments, the aug-cc-pV(T+d)Z result matches the aug-
cc-pV(D+d)Z result within 0.4 kJ mol-1. In previous work,
the CCSD and CCSD(T) increments are essentially con-
verged with a TZ basis,71 so that the basis set error in the
coupled-cluster values should not be greater than 0.2
kJ mol-1.

Assesssing the error caused by the higher-order correlation
and zero-point vibrational corrections is more difficult.
Corrections due to quadruple and higher excitations are
generally an order of magnitude less than CCSD(T)
corrections.71-78 Since most CCSD(T) corrections here are

on the order of 1-2 kJ mol-1, the neglect of higher
excitations should introduce an error to the cysteine relative
energies of at most 0.2 kJ mol-1. Zero-point vibrational
corrections are generally insensitive to the level of theory.
For example (see Supporting Information, Table S1), even
MP2 harmonic zero-point corrections with the Huzinaga-
Dunning DZP++ basis79 (double-� plus polarization and
diffuse functions) match the B3LYP/aug-cc-pVTZ values
within 0.3 kJ mol-1. Since we have accounted for anhar-
monicity in the present work, the zero-point error should
therefore not be greater than 0.2-0.3 kJ mol-1. In summary,
we estimate a standard error (1σ) of 0.3 kJ mol-1 for our
predicted conformational energies, corresponding to a 95%
confidence interval (2σ) of ( 0.6 kJ mol-1. We emphasize
that these uncertainties hold only for the relative energies
due to cancelation of errors, and the uncertainty in the
absolute energies will therefore be much larger.

Two recent studies published relative energies for the
lowest-energy conformers of cysteine as summarized in the
Supporting Information. All eight conformers considered by
Dobrowolski et al.24 were also studied in the current work.
Three conformers from Alonso et al.25 were not within 10
kJ mol-1 of the global minimum after optimization at the
MP2(FC)/cc-pVTZ level, and were therefore not included
in our rigorous focal point analyses. All three studies agree
in the structure of the two most stable conformers of cysteine,
Cys-I and Cys-III in our notation. The ordering of the other
low-lying conformers is similar but not the same in the three
studies, and the relative energies vary by as much as 1.3 kJ
mol-1 for Cys-III and 1.9 kJ mol-1 for Cys-IX.

3.2. Geometric Structures. The sophisticated laser abla-
tion FTMW experiments of Alonso et al.25 yielded rotational
constants of several conformers of cysteine, but only for the
parent isotopologues. Therefore, the type of refinement on
collections of isotopologues which has yielded semiexperi-
mental equilibrium structures for Gly14 and Pro17 cannot be
executed at present for any of the conformers of Cys.
Consequently, one must rely on otherwise rather accurate15,17

computed structures when analyzing structural trends among
the conformers of Cys.

Two major factors seem to determine the general type of
conformation that Cys can assume. First, the thiol, amine,
and hydroxyl groups adopt different orientations about the
CR-C� bond as either gauche or trans. In the discussion to

Table 2. Comparison of Conformational Energies of Cysteine (kJ mol-1) for Different Levels of Theory without Zero-Point
Vibrational Correction

CCSD(T)/CBSa,b MP2/aug-cc-pV(T+d)Zb CCSD/aug-cc-pV(T+d)Zb RHF/3-21Gc B3LYP/aug-cc-pVTZd

Cys-I 0.00 0.00 0.00 1.26 0.00
Cys-II 6.37 6.49 5.82 11.84 3.93
Cys-III 6.73 7.45 4.35 4.35 7.15
Cys-IV 8.15 8.58 6.57 2.43 8.79
Cys-V 7.51 9.00 5.36 0.00 5.44
Cys-VI 8.78 9.29 8.28 12.68 7.53
Cys-VII 8.09 9.29 6.15 5.23 6.36
Cys-VIII 9.11 11.00 8.16 9.08 6.36
Cys-IX 9.87 11.76 9.00 11.30 7.15
Cys-X 10.72 11.97 8.37 13.05 8.91
Cys-XI 11.19 12.18 8.87 10.04 11.09

a CCSD(T)/CBS denotes the extrapolated value from the focal point analysis. See Table 1. b Computed at the MP2/aug-cc-pV(T+d)Z
reference geometries. c Computed at the RHF/3-21G reference geometries. d Computed at the B3LYP/aug-cc-pVTZ reference geometries.
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follow, unless stated otherwise, gauche and trans identify
the orientation about the CR-C� bond. Second, the carboxyl
group may assume a cis or trans conformation. Depending
on these orientations, different hydrogen bonding patterns
can form of the types O-H · · ·N, N-H · · ·OdC, and
N-H · · ·OH, as clearly seen in Figure 3. For the trans
carboxyl, a strong O-H · · ·N interaction can form as found
in conformers Cys-I, Cys-II, Cys-VI, Cys-VIII, and Cys-
IX. For the cis carboxyl, bifurcated N-H · · ·O bonds form
to either the carbonyl oxygen in Cys-III, Cys-IV, and Cys-V
or to the hydroxyl oxygen in Cys-VII and Cys-XI. The
gauche conformers are more sterically crowded than the trans
conformers. However, the gauche conformation brings the
thiol group closer to the carboxyl group, allowing S-H · · ·O
interactions. A ring of hydrogen bonds can therefore form,
as in Cys-I, Cys-III, and Cys-VII. For trans conformers,
only the amine interacts with the thiol, for example in
Cys-II.

As observed previously for other amino acids,5,15,18 bond
lengths and bond angles change little among the low-lying
conformers. Most bonds have a standard deviation of less
than 0.004 Å, while most bond angles have a standard
deviation of less than 2.0°. There are, however, a few notable
exceptions. The CdO distance has a standard deviation of
0.007 Å with the largest deviation from the mean being 0.012
Å, occurring in Cys-III. The CdO bond in Cys-III forms a
bifurcated hydrogen bond with the amine group, lengthening
the bond and redshifting the carbonyl stretching frequency.
The CR-C5 bond has a standard deviation of 0.008 Å, with
the largest deviation from the mean (0.012 Å) occurring in
Cys-IV. In general, three strong hyperconjugative interac-
tions are possible for the CR-C5 bond with the lone pairs
from nitrogen, the hydroxyl oxygen, and the carbonyl
oxygen. The hyperconjugation is strongest when the lone
pair is trans to the CR-C5 bond (see below), and it will
lengthen this bond by increasing the antibonding occupation.
In Cys-IV, both the amine and hydroxyl groups are unfavor-
ably placed for hyperconjugation, and the CR-C5 bond
distance is only 1.514 Å. In contrast, both the hydroxyl and
amine are favorably placed for hyperconjugation in Cys-I,
lengthening the CR-C5 bond to 1.534 Å. Similarly, in Cys-
III, the amine lone pair is trans to the CR-C5 bond, but the
hydroxyl lone pair is unfavorably placed cis. The CR-C5

bond therefore has an intermediate value of 1.521 Å.

For bond angles, the largest standard deviations are for
the N-C-C angles. The standard deviation for N1-CR-C�

is 2.8° with the largest deviation from the mean being 4.0°
for Cys-VI. Similarly, the standard deviation for N1-CR-C5

is 2.8° with the largest deviation from the mean value being
5.4° for Cys-XI. The large spread of N-C-C angles is
consistent with the trans angle rule.80 In general, in primary
alcohols and amines, if a C-C bond is trans to the X-H
bond, the X-C-C angle will be smaller, because of both
reduced bond repulsion relative to the gauche conformer and
weaker hyperconjugation from the nitrogen lone pair. The
change in angle depending on bond orientation is clearly
evident in cysteine. For conformers Cys-I, Cys-VI, Cys-
VIII, and Cys-IX, the N-H bonds are gauche to the CR-C�

bond, and the angles are in the range 115°-117° (see

Supporting Information Table S3). In contrast, for conformers
Cys-II, -III, -IV, -V, -VII, -X, and -XI, the N-H bond is
trans to the CR-C� bond, and the N-C-C angles range from
109° to 111°. The same general trends are observed for the
N1-CR-C5 angles. The angle variations are consistent with
strong hyperconjugation from the nitrogen lone pair to the
C-C antibonding orbital (nNf σC-C* ). Following arguments
rationalizing tilting of the methyl group,81,82 the C-C axis
generally tilts away from the C-N axis to maximize overlap
between the nitrogen lone pair and the backside lobe of the
C-C antibonding orbital, strengthening the nN f σC-C*
hyperconjugative stabilization. In particular, for both CR-C5

and CR-C�, large hyperconjugative interactions (E2 > 20.0
kJ mol-1, Supporting Information Table S3) are observed
with large C-C-N angles, while weaker interactions (E2 <
16.0 kJ mol-1) are observed with smaller C-C-N angles.

In the same way for the carboxyl group, if the carboxyl
group assumes a cis conformation (O-H bond trans to the
C-H bond), the O-C-C angle is much smaller. This is
observed in conformers Cys-III, Cys-IV, Cys-V, and Cys-
VII, all of which have O-C-C angles of approximately
111.5°. In contrast, for conformers Cys-I, Cys-II, Cys-VI,
and Cys-VIII with trans carboxyl (O-H bond cis to the C-C
bond), the angles are larger, between 113.5° and 114°. In
general, the trans effect seems weaker for the O-H bond
than for the N-H bond. The weaker dependence may be
attributed to the stronger basicity of the amine and therefore
stronger nf σ* hyperconjugation. The O-H · · ·N hydrogen
bonding also seems to offset the trans effect, closing the
O-C-C angle to maximize the O-H · · ·N interaction.

3.3. Structural Effects on Relative Energies. As em-
phasized previously for alanine15 and serine,22 approximate
values for the strength of certain types of hydrogen bonds
can be computed and used to rationalize energy differences
among the conformers. Specifically, the energy of each
conformer can be approximated as a sum of stabilizations
from near-atom interactions. The interaction strengths are
then fit through a linear regression to match as closely as
possible the conformational energies. Approximate hydrogen
bond strengths are given in Figure 2 for the common bonding
motifs, as reported in ref 15. In general, the hydrogen bond
donors can be ranked in the order O-H > N-H > S-H,
and the hydrogen bond acceptors can be ranked in the order
N > O > S. Additionally, an additive approximation can be
applied to the conformation of the carboxyl group. Based
on the formic acid prototype,15 the cis carboxyl is intrinsically
more stable than the trans carboxyl by approximately 18.5
kJ mol-1 irrespective of hydrogen bonds to other functional
groups.

As shown in Figure 2, the O-H · · ·N arrangement is the
strongest hydrogen bond, matching the strongest hydrogen
bond donor, OH, with the best acceptor, N. We therefore
find that the structure of the global minimum, Cys-I, is
stabilized by a strong O-H · · ·N hydrogen bond between
the amino and carboxyl groups. The Cys global minimum
is in contrast to that of serine,22 for which the lowest energy
conformer is analogous to Cys-V, exhibiting a strong
O-H · · ·N hydrogen bond with the side chain. The S-H
bond in Cys is comparatively a much weaker hydrogen bond
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donor than the O-H side chain in serine so that the trans to
cis isomerization of the carboxyl is not enough to offset the
weaker hydrogen bond. In addition, Cys-I, because of its
gauche conformation, can form three hydrogen bonds whose
charge polarization will cooperatively reinforce each other.
We emphasize that our focal point conformational energies
should be accurate within a standard error of 0.3 kJ mol-1

(1σ) or a 95% confidence interval of ( 0.6 kJ mol-1 (2σ).
In contrast to previous studies,24,25 we can therefore defini-
tively say that the energy differences are real physical effects
rather than errors in the underlying computational methods.

In addition to hydrogen bonding, gauche and trans
conformations are also affected by steric repulsion and
hyperconjugation. The gauche conformers of cysteine have
all three bulky substituents in close vicinity, increasing steric
repulsion. For butane, the trans-gauche difference is 2.6 kJ
mol-1.83 Consequently, steric effects are certainly not
negligible in Cys since its eleven lowest-energy conformers
lie in an energy range of 10 kJ mol-1. Hyperconjugation is
stronger in the gauche configuration since the strongly
electronegative groups (amine, carboxyl, thiol) are all anti-
periplanar to the electropositive hydrogens. In this regard,
the better electron donor orbitals (σC-H) are matched to the
better electron acceptors (σC-N* , σC-S* ). The leading hyper-
conjugative interactions in cysteine conformers are listed in
Table S4, Supporting Information. For example, the σC-H

f σC-S* interaction is 20.7 kJ mol-1 in the gauche Cys-I,
while the equivalent σC-H f σC-H* interaction is only 11.3
kJ mol-1 in Cys-V, although the effect is offset somewhat
by stronger σC-Cf σC-S* hyperconjugation in Cys-V relative
to the σC-Cf σC-H* hyperconjugation in Cys-I. This gauche
effect has been observed previously for difluorosubstituted
hydrocarbons and hydroxyproline.84,85 Hyperconjugation and
steric effects will therefore tend to offset each other. For
some conformers, the relative energies will therefore be
dictated mainly by the hydrogen bonding interactions, owing
to fortuitious cancelation of competing electronic effects.

The importance of hyperconjugation can be seen in the
transformation from Cys-IV to Cys-V, wherein the amine
switches from a simple N-H · · ·O bond to a bifurcated
N-H · · ·O bond, while the orientation about the CR-C� bond
simultaneously goes from gauche to trans. Assuming simple
hydrogen bond additivity, Cys-V should lie 5 kJ mol-1 below

Cys-IV due to the larger bifurcated hydrogen bond energy
(Figure 2). In fact, the energy difference is less than 1 kJ
mol-1. The S-H · · ·N bond distances are basically equivalent
in Cys-IV and Cys-V (2.48 Å versus 2.47 Å), so the
S-H · · ·N interaction should not contribute significantly to
the energy difference. The discrepancy seems to lie in
hyperconjugative stabilization of Cys-IV. While steric repul-
sion is greater in Cys-IV, the much stronger σC-H f σC-S*
and σC-H f σC-C* donations in Cys-IV relative to the σC-C

f σC-S* and σC-S f σC-C* delocalizations in Cys-V (Table
S4, Supporting Information) preferentially stabilize Cys-IV.

Perhaps the most interesting conformer is Cys-X, which
forms no typical hydrogen bonds in the sense of near-linear
X-H · · ·Y arrangements. The carboxyl plane is perpendicular
to the C-N bond. In this way, the amine seems to form
both weak N-H · · ·O-H and N-H · · ·OdC interactions.
Despite positioning the C-N bond trans to the C-S bond,
Cys-X exhibits strong σC-S f σC-N* hyperconjugation,
contributing to its unusual stability.

3.4. Vibrational Fundamentals. Anharmonic vibrational
frequencies in characteristic hydrogen bonding regions of
the infrared spectra are given in Table 3 for the eleven
lowest-energy conformers of Cys. Complete sets of vibra-
tional fundamentals for these conformers are provided in
Table S5 of Supporting Information. The combination of
B3LYP/aug-cc-pVTZ harmonic frequencies and B3LYP/6-
31G* anharmonic corrections employed here should be
accurate on average to within 30 cm-1, although some
deviations may be substantially larger.86

Various fundamentals can be found where either the
intensities or the frequencies distinguish between structural
features. For example, Cys-I is the only conformer that has
all of the following: two medium/strong bands between
3200-3300 cm-1, no strong bands above 3300 cm-1, and
only two medium/weak bands below 1300 cm-1. In matrix
isolation experiments on Cys, Dobrowolski et al.87 noted that
broadening and clustering of peaks often prevented assign-
ment of absorptions to individual conformers. In general,
the matrix isolation vibrational spectra were only able to
distinguish between conformers as being with or without
certain intramolecular hydrogen bonds. As a natural exten-
sion, Dobrowolski et al. suggested that vibrational circular
dichroism (VCD) may be more informative. Because the

Table 3. Anharmonic Vibrational Fundamentals in cm-1 and Double-Harmonic Infrared Relative Intensities (%) of the Eleven
Lowest-Energy Conformers of L-Cysteine for Regions Characteristic of Particular Hydrogen Bond Patternsa

O-H, N-H stretch S-H stretch CdO stretch O-H bend C-O stretch

ν1 ν2 ν3 ν7 ν8 ν11 ν12 ν17 ν18

Cys-I 3397 (4) 3278 (18) 3216 (47) 2542 (0) 1793 (75) 1356 (100) 1353 (2) 1129 (2) 1073 (3)
Cys-II 3383 (6) 3300 (15) 3226 (43) 2543 (0) 1807 (87) 1337 (100) 1337 (8) 1144 (3) 1068 (3)
Cys-III 3539 (22) 3387 (4) 3327 (1) 2551 (0) 1776 (100) 1350 (0) 1314 (3) 1121 (2) 1086 (78)
Cys-IV 3554 (30) 3417 (8) 3374 (5) 2557 (1) 1775 (100) 1385 (4) 1314 (9) 1114 (69) 1084 (22)
Cys-V 3541 (21) 3397 (3) 3324 (1) 2552 (1) 1773 (100) 1380 (2) 1278 (15) 1124 (15) 1084 (58)
Cys-VI 3397 (4) 3378 (54) 3238 (12) 2539 (0) 1798 (84) 1349 (100) 1353 (12) 1130 (4) 1065 (2)
Cys-VII 3545 (28) 3407 (5) 3392 (1) 2548 (0) 1762 (100) 1350 (0) 1330 (8) 1114 (69) 1102 (22)
Cys-VIII 3396 (3) 3305 (10) 3244 (62) 2548 (0) 1794 (100) 1336 (59) 1366 (82) 1120 (3) 1084 (2)
Cys-IX 3410 (2) 3395 (18) 3254 (32) 2525 (0) 1798 (71) 1332 (1) 1362 (100) 1112 (5) 1088 (1)
Cys-X 3538 (25) 3398 (2) 3301 (0) 2560 (0) 1766 (100) 1344 (10) 1354 (0) 1111 (90) 1056 (21)
Cys-XI 3538 (27) 3401 (3) 3315 (0) 2545 (0) 1767 (100) 1359 (2) 1309 (10) 1122 (70) 1102 (18)

a Harmonic frequencies and intensities were computed at the B3LYP/aug-cc-pVTZ level. Anharmonic corrections were computed using
B3LYP/6-31G*. Intensities are reported as a percentage of the most intense peak for a given conformer.
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relatively accurate computation of VCD spectra is straight-
forward, such experiments hold promise for the detection
of conformers present in the gas before matrix deposition.

Despite possible difficulties, four different regions should
provide important fingerprints for cysteine conformers to
distinguish between O-H · · ·N or N-H · · ·OdC bonding
patterns. No conformers with strong N-H · · ·O-H hydrogen
bonds appeared in the current study. The first region is the
O-H stretch region between 3200-3600 cm-1. For con-
formers such as Cys-I, Cys-II, Cys-VI, and Cys-VIII with
O-H · · ·N hydrogen bonds, the O-H stretches are red-
shifted so that the highest frequency peaks are the N-H
stretches near 3400 cm-1. For free hydroxyl groups, the O-H
stretch appears near 3540 cm-1, as seen in conformers Cys-
III, Cys-IV, Cys-V, Cys-VII, Cys-X, and Cys-XI. This
general band structure was observed in the matrix IR study,87

and our anharmonic fundamentals agree with the experi-
mental absorptions within 10-20 cm-1, consistent with the
uncertainty estimate given above. As noted by Dobrowolski
et al.,87 the C-O single-bond stretch also provides an
important diagnostic through differing intensitities. In con-
formers Cys-I, Cys-II, Cys-VI, and Cys-VII with O-H · · ·N
bonds, the C-O stretching region does not exhibit any high
intensity peaks, presumably because the oscillator strength
is smeared out among several modes. In contrast, for
hydroxyl groups that do not form hydrogen bonds, the C-O
stretch in Cys-III, Cys-IV, Cys-V, Cys-VII, Cys-X, and
Cys-XI shows strong features between 1080 and 1125 cm-1,
again in excellent agreement with the experimentally ob-
served frequencies.

As usual, the most telling band is the carbonyl stretch, ν8,
which ranges from 1762-1807 cm-1. For conformers Cys-
III, Cys-IV, Cys-V, Cys-VII, Cys-X, and Cys-XI, which
contain a N-H · · ·OdC hydrogen bond, the stretch is red-
shifted, appearing between 1762-1776 cm-1. In contrast,
the free carbonyls in Cys-I, Cys-VI, Cys-VIII, and Cys-IX
all appear in a narrow range around 1795 cm-1. The highest
frequency occurs for Cys-II at 1807 cm-1. However, no peak
appears above 1800 cm-1 in the experimental spectrum.87

Cys-II is essentially identical to Cys-VIII except for a 60°
rotation of the amine group to form an N-H · · ·S hydrogen
bond, but the carbonyl stretch for Cys-VIII appears at 1794
cm-1. It is therefore very surprising both that Cys-II and
Cys-VIII have such different stretching frequencies, and also
that Cys-II, one of the lowest energy conformers, is absent
from the matrix.

The S-H stretch varies only over a narrow range of
2539-2560 cm-1. This is consistent with the geometries
since S-H seems to form only very weak hydrogen bonds.
In general, the absorptions are also predicted to be quite
weak, so that the S-H peak is not likely to be useful in
distinguishing conformers.

3.5. Rotational Spectra. Alonso et al.25 recently reported
the identification of six low-energy conformers of Cys
through Fourier transform microwave spectroscopy, provid-
ing a good opportunity here to compare the computed and
experimental results. Computed rotational constants, cen-
trifugal distortion constants, and dipole moments are reported
in Table 4 along with experimental values, where available. T
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Some of the conformers (e.g., Cys-I, Cys-II, and Cys-VI)
have substantial dipole moments along the principal axes,
thus helping (a) the observation of the related rotational
transitions, and (b) the assignment of conformers based on
information about which rotational constants correspond to
intense transitions. Generally, we can divide the cysteine
conformers into two groups based on the orientation about
the CR-C� bond. In gauche conformers, the thiol is gauche
to both the amine and carboxyl groups. The overall geometry
is therefore more compact about the B axis, which is re-
flected in the larger Be rotational constants for Cys-I and
Cys-III in comparison to Cys-II and Cys-V (Table 4). In
contrast, in a trans conformation, the thiol is positioned
antiperiplanar to either the amine or carboxyl group. The
overall geometry for the trans conformers is therefore
extended along the A axis, leading to much larger Ae

rotational constants for Cys-II and Cys-V in comparison to
Cys-I and Cys-III.

At the MP2(FC)/aug-cc-pV(T+d)Z level, the rotational
constants corresponding to the optimized equilibrium struc-
tures should be accurate enough to be useful to deduce the
presence of conformers when interpreting experimental
microwave spectra. As seen in Table 4, this is indeed the
case. The mean absolute deviations from experiment are 15,
25, and 21 MHz for Ae, Be, and Ce, respectively. Vibrational
corrections for the rotational constants can be evaluated
within the realm of second-order vibrational perturbation
theory (VPT2)60-63 by taking one-half the sum of the lowest-
order vibration-rotation interaction constants Ri. The mean
absolute deviations for B0 and C0 become only 11 and 9
MHz.

For the A axis, the theoretical rotational constants con-
sistently underestimate the experimental ones by as much
as 40 MHz. For most conformers, the cysteine molecule lies
along the A axis, with the C-S bond running roughly
perpendicular along the C axis. The moment of inertia about
the A axis is greatly affected by the position of the sulfur
atom, and A0 is therefore very sensitive to the C-S bond
length. If the C-S bond length is systematically overesti-
mated, then the computed A0 constants will be too small.
For example, shortening the C-S bond length by 0.005 Å
in Cys-I increases Ae by 30 MHz, bringing the corresponding
A0 into nearly exact agreement with experiment. Such bond
length discrepancies may be attributed to a number of factors,
including neglect of core correlation, basis set incomplete-
ness, or higher excitations that would be included in CCSD
or CCSD(T) geometry optimizations. The errors in B0 and
C0 also appear to be systematic, with both being consistently
overestimated. In all cases, the zero-point vibrational cor-
rections lower the rotational constant, consistent with the
vibrationally averaged bond lengths being longer than their
equilibrium values. Zero-point vibrational corrections to the
rotational constants therefore improve agreement for B0 and
C0, but actually diminish the agreement for A0. The source
of the systematic error for B0 and C0 is more difficult to
assess than for A0, especially without the empirical refinement
that was performed for conformers of glycine and pro-
line.14,17

In the experiments of Alonso et al.,25 some ambiguity still
remained in differentiating conformers with similar rotational
constants. For example, the B0 and C0 rotational constants
of Cys-I and Cys-III match within 40 MHz while A0 matches
within 180 MHz. Furthermore, the computed rotational
constants for Cys-I lie in between the observed values. For
example, C0 for Cys-I is computed to be 1344.5 MHz, in
between the observed values of 1331.8 and 1367.8 MHz.
Quadrupole coupling constants of the nitrogen nucleus are
therefore necessary to uniquely identify such conformers.
The quadrupole coupling constants (
RR) are given as88


RR ) eqRRQ (5)

where qRR is the electric field gradient along the R-axis at
the nitrogen nucleus, e is the fundamental charge, and Q is
the nuclear quadrupole moment. For the nitrogen quadrupole
moment, we use the literature value of 20.44 mb.89 As seen
for ammonia (Table S6, Supporting Information), the ac-
curate computation of electric field gradients at the nuclei
presents a difficult theoretical problem. Similar difficulties
hold for spin-dependent properties that depend on contact
terms since the amplitude and shape of the wave function
near the nuclei must be very accurately described.90,91 In
particular, Gaussian basis functions have the incorrect shape
at the nuclei, so that extremely flexible and carefully designed
basis sets are required for accurate results.

In general, double-� basis sets and Hartree-Fock methods
are not flexible enough to yield good results for quadrupole
coupling constants. Since the coupling constant depends only
on the nitrogen nucleus, it is possible to use a locally dense
basis on the nitrogen atom.92 The combination of a cc-
pCV5Z basis on nitrogen and cc-pVTZ basis on all other
atoms (denoted cc-pVTZ-LD) very closely matches both the
full cc-pCV5Z result and the experimental coupling constant
(4.09 MHz)93 for ammonia (Table S2, Supporting Informa-
tion). Furthermore, probably through fortuitous cancelation
of errors, MP2 matches the CCSD(T) results well, better than
even CCSD. The combination of MP2 and the locally dense
basis therefore seems to offer the best combination of
accuracy and efficiency for computing the quadrupole
coupling constants of cysteine.

The computed quadrupole coupling constants for the
conformers of cysteine are presented in Table 5. The MP2/

Table 5. Quadrupole Coupling Constants for Conformers
of Cysteine Computed at the MP2/cc-pVTZ-LD Level (See
Text)a

Conformer 
aa 
bb 
cc

Cys-I -3.14 (-3.12) 2.44 (2.44) 0.70 (0.68)
Cys-II -0.18 (-0.41) 2.19 (2.23) -2.01 (-1.83)
Cys-III -0.01 (-0.15) 0.34(0.44) -0.32 (-0.30)
Cys-IV -3.09 2.74 0.35
Cys-V -4.39 2.74 1.65
Cys-VI -3.26 2.36 0.9
Cys-VII 0.06 (0.00) -0.48 (-0.45) 0.42 (0.45)
Cys-VIII -3.02 1.51 1.51
Cys-IX -3.22 1.61 1.61
Cys-X 0.51 -1.99 1.49
Cys-XI -1.27 0.88 0.39

a Experimental values25 where known are given in parentheses.
All values given in MHz.
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cc-pVTZ-LD approximation generally performs quite well,
yielding most coupling constants within 0.1 MHz of experi-
ment with the largest deviation being 0.23 MHz. In particular,
the ambiguity in assignment based on rotational constants
is now removed. For example, Cys-I has a strong 
aa

quadrupole coupling while Cys-III exhibits almost no 
aa

coupling, in agreement with the experimental results of
Alonso et al.25

4. Summary

In the present work, we performed a comprehensive study
of the important structural features and spectroscopic sig-
natures of the amino acid L-cysteine. Through the focal point
approach, we have established definitive relative energies
of the eleven lowest conformers to within a standard error
of 0.3 kJ mol-1 (1σ) or 95% confidence interval of ( 0.6 kJ
mol-1 (2σ).

Because of the added flexibility of the thiol side chain,
cysteine exhibits 71 unique conformers (fully specified in
Supporting Information) and eleven conformers within 10
kJ mol-1 of the lowest minimum. As observed previously,1

Hartree-Fock energies are inaccurate. Inclusion of electron
correlation with B3LYP greatly improves results, but still
fails by more than 2.5 kJ mol-1 for some conformers, which
becomes significant when so many conformers lie within a
narrow 10 kJ mol-1 range. In general, B3LYP performs well
for geometries and zero-point vibrational corrections, but
inclusion of correlation through at least MP2 seems necessary
for accurate energies. Definitive energies to 0.5 kJ mol-1

accuracy still require corrections through CCSD(T).

While hydrogen bonding and electrostatics are the most
important factors determining structures and energetics, the
bond length, bond angle, and energy changes between
conformers depend strongly on subtle electronic effects,
including hyperconjugation, steric repulsion, hydrogen-bond
cooperativity, and dispersion forces. In contrast to previous
work, we therefore emphasize features such as the trans angle
rule80 and the gauche effect.84,85 An additive picture of
hydrogen bonds may therefore be overly simplistic for
cysteine.

Harmonic frequencies were computed at the B3LYP/aug-
cc-pVTZ level with anharmonic corrections at the B3LYP/
6-31G* level (Tables 3 and S4, Supporting Information). The
vibrational perturbation theory generally performs well
(within 20 cm-1 of experiment), although it breaks down
for a few large-amplitude motions with very low frequencies.
The computed fundamentals should aid future IR spectros-
copy studies. Since we are aiming for accuracy near 0.5 kJ
mol-1 in the conformational energies, rigorous anharmonic
zero-point vibrational corrections are necessary instead of
simply scaling harmonic frequencies.

The extensive ab initio results reported here should serve
as an important reference both for calibrating more ap-
proximate theoretical methods or future experiments, includ-
ing circular dichroism or infrared and microwave spectros-
copy of isotopologues of cysteine. As more empirical data
becomes available (e.g., rotational constants of isotopo-

logues), the structures and energies can be further refined
by empirical fitting, as done previously for glycine14 and
proline.17
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M.; Celani, P.; Korona, T.; Rauhut, G.; Amos, R. D.;
Bernhardsson, A.; Berning, A.; Cooper, D. L.; Deegan,
M. J. O.; Dobbyn, A. J.; Eckert, F.; Hampel, C.; Hetzer, G.;
Lloyd, A. W.; Mcnicholas, S. J.; Meyer, W.; Mura, M.E.; An
P. Palmieri, A. N.; Pitzer, R.; Schumann, U.; Stoll, H.; A. J.
Stone, R. T.; Thorsteinsson, T., MOLPRO, version 2006.1;
2006.

(51) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Montgomery, J. A.; Vreven,
T.; Kuding, K. N.; Burant, J. C.; Millam, J. M.; Iyengar, S. S.;
Tomasi, J.; Barone, V.; Mennucci, B.; Cossi, M.; Scalmani,
G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.; Hada, M.; Ehara,
M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.;
Nakajima, T.; Honda, Y.; Kitao; Nakai, H.; Klene, M.; Li,
X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Bakken, V.;
Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.;
Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Octerski,
J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.; Salvador,
P.; Dannenber, J. J.; Zkrzewski, V. G.; Dappich, S.; Daniels,
A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.; Rabuck, A. D.;
Raghavachari, K.; Forseman, J. B.; Ortiz, J. V.; Cui, Q.;
Baboul, A. G.; Clifford, S.; Cioslowski, J.; Stefanov, B. B.;
Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin,
R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.;
Nanykkara, A.; Callacombe, M.; Gill, P. M. W.; Johnson, B.;
Chen, W.; Wong, M. W.; Gonzalez, C.; Pople, J. A., Gaussian
03; Gaussian, Inc.: Wallingford, CT, 2004.

(52) Eliel, E. L.; Wilen, S. H.; Mander, L. N., Stereochemistry
of Organic Compounds; John Wiley & Sons: New York,
1994.

(53) Klopper, W.; Kutzelnigg, W. J. Mol. Struct. (THEOCHEM)
1986, 28, 339–356.

(54) Karton, A.; Martin, J. M. L. Theor. Chem. Acc. 2006, 115,
330–333.

(55) Feller, D. J. Chem. Phys. 1992, 96, 6104–6114.

(56) Helgaker, T.; Klopper, W.; Koch, H.; Noga, J. J. Chem. Phys.
1997, 106, 9639–9646.

(57) Tarczay, G.; Császár, A. G.; Klopper, W.; Quiney, H. M. Mol.
Phys. 2001, 99, 1769–1794.

(58) Handy, N. C.; Yamaguchi, Y.; Schaefer, H. F. J. Chem. Phys.
1986, 84, 4481–4484.

(59) Allen, W. D.; Császár, A. G. J. Chem. Phys. 1993, 98, 2983–
3015.

1522 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Wilke et al.



(60) Clabo, D. A., Jr.; Allen, W. D.; Remington, R. B.; Yamaguchi,
Y.; Schaefer, H. F. Chem. Phys. 1988, 123, 187–239.

(61) Allen, W. D.; Yamaguchi, Y.; Császár, A. G.; Clabo, D. A.,
Jr.; Remington, R. B.; Schaefer, H. F. Chem. Phys. 1990,
145, 427–466.

(62) Nielsen, H. H. ReV. Mod. Phys. 1951, 23, 90–136.

(63) Mills, I. M., Molecular Spectroscopy: Modern Research;
Rao, K. N., Mathews, C. W., Eds.; Academic Press: New
York, 1972; p 115.

(64) Schuurman, M. S.; Allen, W. D.; Schleyer, P. v. R.; Schaefer,
H. F. J. Chem. Phys. 2005, 122, 104302. Schuurman, M. S.;
Allen, W. D.; Schaefer, H. F. J. Comput. Chem. 2005, 26,
1106–1112.

(65) Barone, V. J. Chem. Phys. 2004, 120, 3059–3065.

(66) Reed, A. E.; Curtiss, L. A.; Weinhold, F. Chem. ReV. 1988,
88, 899–926.

(67) Reed, A. E.; Weinhold, F.; Curtiss, L. A.; Pochatko, D. J.
J. Chem. Phys. 1986, 84, 5687–5705.

(68) Reed, A. E.; Weinhold, F. J. Chem. Phys. 1983, 78, 4066–
4073.

(69) Foster, J. P.; Weinhold, F. J. Am. Chem. Soc. 1980, 102,
7211–7218.

(70) Reed, A. E.; Weinstock, R. B.; Weinhold, F. J. Chem. Phys.
1985, 83, 735–746.

(71) Simmonett, A. C.; Evangelista, F. A.; Allen, W. D.; Schaefer,
H. F. J. Chem. Phys. 2007, 127, 014306.

(72) Zhang, X.; Maccarone, A. T.; Nimlos, M. R.; Kato, S.;
Bierbaum, V. M.; Ellison, G. B.; Ruscic, B.; Simmonett, A. C.;
Allen, W. D.; Schaefer, H. F. J. Chem. Phys. 2007, 126,
044312.

(73) Wilke, J. J.; Allen, W. D.; Schaefer, H. F. J. Chem. Phys.
2008, 128, 074308.
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Abstract: We have carried out reference quantum-chemical calculations for about 100 geometries
of the uracil dimer in stacked conformations. The calculations have been specifically aimed at
geometries with unoptimized distances between the monomers including geometries with mutually
tilted monomers. Such geometries are characterized by a delicate balance between local steric
clashes and local unstacking and had until now not been investigated using reference quantum-
mechanics (QM) methods. Nonparallel stacking geometries often occur in nucleic acids and are of
decisive importance, for example, for local conformational variations in B-DNA. Errors in the short-
range repulsion region would have a major impact on potential energy scans which were often used
in the past to investigate local geometry variations in DNA. An incorrect description of such geometries
may also partially affect molecular dynamics (MD) simulations in applications when quantitative
accuracy is required. The reference QM calculations have been carried out using the MP2 method
extrapolated to the complete basis-set limit and corrected for higher-order electron-correlation
contributions using CCSD(T) calculations with a medium-sized basis set. These reference calculations
have been used as benchmark data to test the performance of the DFT-D, SCS(MI)-MP2, and DFT-
SAPT QM methods and of the AMBER molecular-mechanics (MM) force field. The QM methods
show close to quantitative agreement with the reference data, albeit the DFT-D method tends to
modestly exaggerate the repulsion of steric clashes. The force field in general also provides a good
description of base stacking for the systems studied here. However, for geometries with close
interatomic contacts and clashes, the repulsion effects are rather severely exaggerated. The
discrepancy reported here should not affect the overall stability of MD simulations and qualitative
applications of the force field. However, it may affect the description of subtle quantitative effects
such as the local conformational variations in B-DNA. Preliminary calculations for two H-bonded
uracil base pairs, including one with a C-H · · ·O H-bond, indicate excellent performance of the tested
QM methods for all intermonomer distances. The force field, on the other hand, is less satisfactory,
especially in the repulsive regions.

Introduction
Base stacking interactions provide a substantial part of the
thermodynamics stability of nucleic acids, shape their

structure, and contribute to their dynamics.1-7 QM calcula-
tions with the inclusion of electron-correlation effects belong
to important tools that help to understand the role of stacking
interactions in nucleic acids.8-18 Although the gas-phase QM
calculations do not directly correlate with the thermodynam-
ics stability of nucleic acids due to the complex interplay
between molecular forces in solvated nucleic acids, they
reveal direct and accurate structure-energy relationships
which allow for an exhaustive description of the potential
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energy surfaces (PES) of stacked structures of dimers of
nucleic-acid bases.19 Such calculations characterize the
intrinsic forces between the stacked bases, are indispensable
to reveal the nature of base stacking, and provide reference
data to parametrize/verify other computational methods. Such
calculations can also help to partially rationalize experimental
data on nucleic acids, albeit direct transferability of the QM
data to nucleic acids would require, e.g., inclusion of solvent
screening of the gas-phase electrostatics which is specific
for distinct nucleic-acid architectures.20,21 The QM descrip-
tion of base stacking in general requires application of
electron-correlation techniques and diffuse-polarization basis
sets of atomic orbitals. The present golden standard for base-
stacking computations is the CBS(T) method,19 which is
based on MP222 calculations with complete basis-set (CBS)
extrapolation corrected for higher-order electron-correlation
contributions using the CCSD(T)23 Cizek method24 with a
medium-size basis set. In the present paper we have carried
out an extensive QM characterization of stacked conforma-
tions of the uracil dimer, which is the smallest base stacking
system found in nucleic acids. For the purpose of comparison
we have also investigated two H-bonded dimers.

Uracil-Dimer Stacking in Nucleic-Acid Structures. The
stacking of uracil bases can be seen in a wide variety of
RNA structures, spanning a large range of different confor-
mations. Besides the intrastrand and interstrand uracil dimers
occurring in canonical 5′-UU-3′, 5′-AU-3′, and 5′-UA-3′
A-RNA base-pair steps, many diverse stacking arrangements
between two uracil bases are observed in the experimental
structures of RNA hairpins,25,26 pseudoknots,27,28 dimeric
RNA quadruplexes,29 SRE RNA,30 U2 snRNA stem I from
S. Cerevisiae,31 a satellite tobacco mosaic virus/RNA com-
plex,32 and many other RNA systems including obviously
the ribosomal structures.33,34 Nevertheless, the main aim of
this paper is not to investigate the stacking of uracil bases
in particular RNAs but to better describe its physicochemical
nature and assess the ability of other methods to evaluate
stacking interactions, including a standard MM force field.

Preceding Theoretical Studies. The first electron-cor-
relation characterization of the uracil dimer was reported by
Šponer et al.35 using the MP2/6-31G*(0.25)36,37 method. The
study concluded that the stability of stacking originates in
the dispersion attraction and that the orientation dependence
stems from the electrostatic term. The calculations ruled out
several incorrect models of stacking and showed a surpris-
ingly good performance of common molecular-mechanics
force fields38 combining Lennard-Jones potentials with
Coulombic terms with atom-centered point charges. Kra-
tochvíl et al.39 investigated the potential- and free-energy
surfaces of the uracil dimer in the gas phase, employing a
combination of ab initio, empirical potential, computer
simulations, and statistical thermodynamics techniques. They
reported eleven low-energy minima in the PES of the uracil
dimer: seven H-bonded, one T-shaped, and three stacked
structures. The global gas-phase free-energy minimum was
predicted to be an H-bonded structure, while stacked
structures were found to be less populated than H-bonded
ones. N1-methylation shifted the free energy balance in favor
of the stacked structures, due to the increased dispersion

energy and elimination of several stable H-bonded struc-
tures.40 Hobza and Šponer41 carried out gas-phase gradient
optimizations of a stacked uracil dimer that revealed
substantial deformations of the monomers in the gas-phase
complexes. The free energy of stacking of the uracil dimer
in water was estimated by Florian et al.42 using MP2/6-
31G*(0.25) and Langevine-dipole calculations, concluding
that the electrostatic component of stacking, which deter-
mines the mutual orientation of bases in the gas phase, is
eliminated by solvent screening effects. Later, Leininger et
al.43 and Hobza and Šponer44 reported the first large-scale
MP2 calculations on the uracil dimer supplemented with
CCSD(T) corrections, which were in meaningful agreement
with the preceding MP2/6-31G*(0.25) data. Very recently
Czyżnikowska et al.45 studied the rise and twist dependence
of the interaction energy components for the undisplaced (the
centers of mass stacked one above the other) uracil dimer at
the MP2/aug-cc-pVDZ46,47 level of theory, using a variational-
perturbational decomposition scheme. These calculations
confirmed that the second-order dispersion term is basically
independent of the twist angle, while the first-order electro-
static term shows a strong angular dependence. Cybulski and
Sadlej48 characterized an H-bonded and a stacked uracil
dimer using the SAPT49 and SAPT(DFT)50 methods and
demonstrated that the ratio of the dispersion term to the total
interaction energy clearly differentiates between H-bonding
and stacking interactions. So far the most comprehensive
methodological study on the interaction energy of the uracil
dimer is the work of Pitoňák et al.,51 who employed a number
of QM methods to evaluate the intermolecular interaction
on the H-bonded and stacked structures of the dimer reported
in the S22 set52 of reference geometries. The predicted
stacking energy of -9.77 kcal mol-1, obtained by combining
MP2/[aug-cc-pVTZfaug-cc-pVQZ] and CCSD(T)/[aug-cc-
pVDZfaug-cc-pVTZ] CBS extrapolations, is in very good
agreement with the CBS(T) energy reported for the same
stacked uracil dimer in the S22 set. This suggests conver-
gence of the computations. Their study also showed that a
good estimate of the ∆CCSD(T) term can already be obtained
with relatively small basis sets, such as 6-31+G**, and that
the DFT-D method of Jurečka et al.53 agrees well with
estimated CCSD(T)/aug-cc-pVTZ data along the entire
potential energy curve (PEC) for both the H-bonded and
stacked structures.

Available Experimental Data. The only experimental
data on the stabilization energy of the uracil dimer in vacuo
was obtained almost thirty years ago by Yanson et al.54 The
authors reported for the 1-methyluracil dimer a stabilization
enthalpy of 9.5 kcal mol-1, measured in a range of
temperature of about 295-318 K using mass-field spectrom-
etry. The structures that were present in these unique
experiments, however, are not known. Standard QM com-
putations cannot be directly compared with such experiments
since they calculate 0 K interaction energies as the difference
between pure electronic energies. The experimental stabiliza-
tion enthalpy would have to be compared to the weighted
average of stabilization enthalpies of all populated structures
at the experimental conditions.55 Another experimental work
relevant to the uracil dimer was done by Casaes et al.,56 who
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measured the gas-phase infrared spectra of jet-cooled uracil
clusters, thymine clusters, and uracil ·water clusters. The
authors found evidence for the presence of several double
hydrogen-bonded uracil dimers and for the formation of a
larger highly symmetrical cluster. Interestingly, no evidence
was seen for T-shaped and stacked structures, which does
not support the predictions made by Kratochvı́l et al.39

Regarding experimental data in the condensed phase, an
estimate of vertical stacking interactions of uridine in aqueous
solution can be found in the work of Ts’o et al.,57 who
reported for this nucleoside a free energy of association of
290 cal mol-1. This number cannot be directly compared to
gas-phase calculations either, because it includes the entropy
cost of bringing the monomers together and many other terms
related to solvation.

The Scope of the Present Study. The present study is
aimed differently than the preceding ones. We have shown
that AMBER, the leading molecular-mechanics force field
for nucleic acids, provides a surprisingly good description
of base stacking.35 However, this does not mean that the
force field provides an exact description of stacking. In fact,
the MM force fields, albeit often providing a very insightful
description of nucleic-acid structure and dynamics, are known
to have limitations. Besides the overall topologies, nucleic-
acid structures and functions are affected by subtle structural
details. In canonical double helices these variations are
known as local conformational variations, i.e., modest
deviations from the average helices that are determined by
base sequence and other molecular interactions, such as those
caused by protein or drug binding, or crystal packing forces
in X-ray experiments.58-61 Accurate local positioning of
bases is also important elsewhere, for example in the catalytic
centers of ribozymes.62,63 Local conformational variations
are assumed to be primarily caused by base stacking forces
and are of primary importance for indirect readout of
proteins, sequence-dependent DNA elasticity, etc. Studies,
experiments as well as theory, of local conformational
variations turned out to be very difficult, as local confor-
mational variations are associated with very subtle energy
changes. Computational studies ranging from extensive
analysis of the base-stacking PESs up to full-scale MD
simulations could provide insights into the sequence-
dependence of NA structure.64-72 However, such quantitative
studies would require an exceptionally high accuracy of the
energy description of direct base-base interactions, solvent
screening effects, and the conformational space of the
sugar-phosphate backbone. Regarding base stacking, local
conformational variations are often associated with interac-
tions involving nonparallel (mutually tilted) bases, where
close contacts (steric clashes) between nucleobase edges or
exocyclic functional groups are combined with local un-
stacking in other parts of the stacked base-pair steps. Steric
effects associated with the amino groups of guanine in the
minor groove of CpG B-DNA steps59,69 or helical-twist/base-
pair-roll redistribution in alternating pyrimidine-purine A-
RNA sequences belong to the best documented exam-
ples.68,73,74 Nonparallel stacked bases are obviously very
common in complex noncanonical RNA regions. When the
bases are not parallel, the stacking geometry typically reflects

a competition between a segment of the dimer where the
monomers are locally unstacked and another segment where
the monomers are sterically clashing. An accurate description
of this local compression (clash) is important for a proper
description of the whole stacked system. We have recently
investigated several geometries of the CpG B-DNA steps
using the CBS(T) reference method, and these calculations
indeed suggested that once geometries with nonparallel bases
are considered, the differences between the benchmark
calculations and the force field (as well as other methods)
can be significant.75 For a proper description of local
conformational variations the accuracy of the van der Waals
(vdW) term of the force field is critical, as it determines the
balance between the steric clashes and the partially unstacked
regions. The electrostatic part of the stacking energy with
its r-1 dependence is not contributing significantly to the
energy changes associated with the steric contacts. In
addition, the electrostatic components of stacking in DNA
are in general effectively attenuated due to solvent screening.
The solvent screening actually limits the direct applicability
of gas-phase QM calculations in studies of DNA local
conformational variations, because the dominant role of
electrostatics for the gas-phase stacking-energy dependence
on helical twist vanishes in solvated nucleic acids.

Herein we report an interaction-energy analysis of the PES
of the uracil dimer in stacked conformations, covering a wide
range of about 100 structures with specific emphasis given
to geometries of dimers in tilted conformations and with
unoptimized vertical separation. The reference points are
obtained with the CBS(T) method. We first scan a four-
dimensional space considering twist between parallel bases,
displacements in x and y directions, and the vertical se-
paration between the monomers. Then, we investigate several
geometries with tilted bases, i.e., structures with competing
clashing and unstacking. While purely compressed or
extended dimers with parallel bases cannot occur in real
nucleic-acid structures, structures with nonparallel bases can
be accompanied with close interatomic contacts (steric
clashes) and local unstacking even upon the overall optimi-
zation of the vertical separation between the bases or base-
pair steps.76 The reference CBS(T) calculations serve as a
benchmark for several other computational methods: the
AMBER force field,38 DFT-D,53 SCS(MI)-MP2,77 and DFT-
SAPT.78 The choice of the AMBER force field is dictated
by the need to evaluate the performance of its nonbonded
empirical potentialswhose vdW term is very similar to the
vdW term of most other MM force fieldssin a wider region
of the PES of nucleic-acid base dimers. The DFT-D and the
SCS(MI)-MP2 methods have been chosen because they have
proven a cost-efficient way for obtaining interaction energies
in good agreement with CCSD(T) or CBS(T) benchmarks.
However, both methods have been parametrized against the
S22 training set, which only contains noncovalent complexes
optimized to a minimum, and their performance in regions
other than the minimum has not been as widely tested. We
have performed DFT-SAPT energy calculations and decom-
positions for all of the structures in order to gain some insight
into the nature of the interaction.
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Among other results we show that the MM force-field
calculations are basically capable of providing a satisfactory
description of base stacking for the uracil dimer. However,
the agreement between the force field and the reference
CBS(T) calculations breaks down in the repulsive regions
of the PES. The observed differences are caused by the vdW
term of the force field and are large enough to substantially
affect the description of the fine local conformational
variations in nucleic-acid duplexes. Therefore, the correct
description of such geometries may represent one of the
challenges for future refinements of MM force fields. The
DFT-D, SCS(MI)-MP2, DFT-SAPT, and CBS(T) methods
are mutually much more consistent in the repulsive region,
although the differences between them also increase upon
incrementing the repulsion. We have also investigated the
dependence of the interaction energy on the intermonomer
distance for two H-bonded uracil dimers. The mutual
agreement between the QM methods is surprisingly good.
On the contrary, the discrepancy between the AMBER force
field and the QM methods for short intermonomer distances
is much more accentuated, with the force field severely
exaggerating the repulsion as the H-bonding distance is
decreased. Nevertheless, it is important to point out that,
considering the reliability of molecular modeling, the inac-
curacy of the force-field description for the H-bonded base
pairs is not as painful as the differences reported for stacking.
The H-bonded base pairs, in contrast to stacking, usually
represent interactions that are well separated from the other
interactions. Thus the exaggeration of short-range repulsion
in base pairs is likely to lead to mere overestimation of
H-bond lengths with no significant effects on the local
conformational variations. We would like to note here that
our present study focuses on the stacking interactions and
that the H-bonded data are more limited. The balance of
forces in H-bonded base pairs is very different from that in
the stacked structures. This topic requires a thorough analysis,
and work in this direction is currently underway. For the
information concerning the accuracy of the DFT-D methods
for both H-bonded and stacked complexes we refer the reader
also to studies that are available in the literature. For instance,
Sherrill79 showed that Grimme’s DFT-D (PBE-D101) per-
forms very well for both H-bonded and stacked complexes.
A feeling about the spin-component-scaled methods can be
obtained from refs 13 and 80. Finally, the DFT-SAPT method
has been shown to give highly accurate results for both
H-bonded and π-bonded complexes,120 and the accuracy of
the intermolecular components has also been studied for both
cases.48

Computational Details

Geometries. The structures have been obtained in the
following way. First, a uracil monomer is optimized using
the RI-MP281-83 method along with the cc-pVTZ46 basis
set. Then, it is placed in the xy plane (z)0) with the center
of mass coinciding with the origin. The N1-H1 “glycosidic”
bond is parallel to the y-axis and is pointing to the direction
of negative y values, and the Watson-Crick face of the base
is oriented toward the direction of negative x values (Figure
1), with a minor modification for the structures derived to

study interatomic clashes (NP1-NP4, see below and Supporting
Information). This first monomer is always fixed, and the second
monomer is initially superimposed on the first one. Then the
position of the second monomer is determined via 6 independent
parameters. There are three angles that are applied counter-
clockwise and consecutively via rotational matrices: rotation
around the x axis (γ), rotation around the y axis (R), and rotation
around the z axis (ω). The first two angles are applied to
introduce the tilting between bases. When comparing to B-DNA
conformational parameters, the R, γ, and ω angles are roughly
analogous to propeller twist, buckle, and helical twist angles.
Then, the second monomer is shifted along the x and y axes
by the parameters ∆x and ∆y. Finally, the vertical distance is
adjusted by ∆z. This means that in all cases ∆z is equal to the
distance between the center of mass of the second monomer
and the xy plane, where the first monomer is located (note that
∆z ≡ r in the figures of the stacked dimers). As the stacking
energy is very sensitive to vertical compression or extension
of the dimer and the vertical dependence of the stacking energy
reflects the balance of vdW interaction terms,76 we have scanned
the stacking-energy dependence on ∆z for most combinations
of R, γ, ω, ∆x, and ∆y.

The structures are grouped into two different sets, P and NP.
The set P contains 9 different uracil dimers (P1j, P2, ..., P9), in
conformations where the planes of the rings are parallel (P)
to each other (R, γ ) 0), whereas the set NP contains 4
different dimers (NP1, NP2, NP3, and NP4) in conformations
in which one monomer is tilted with respect to the other
one, that is, nonparallel (NP) conformations. A dimer is
defined by those structural parameters that are kept fixed
during the scan, where a free parameter is varied in order to
build a potential-energy curve for each dimer. This way we
have generated a subset of structures for each dimer, and
these subsets add up to a total of 105 distinct geometries.
With one exception (P3j, for which we vary the twist angle)
we have scanned the ∆z dependence of the stacking energy
for a fixed combination of the other five geometrical
parameters.

The four tilted dimers NP1-NP4 have been selected
manually based on visual inspection of a number of R, γ,
ω, ∆x, and ∆y combinations in order to obtain four vertical
scans with diverse clashes. Obviously, one could imagine

Figure 1. Orientation of the first uracil monomer in the xy
plane.
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many other such geometries that would be worthy of study;
however, the calculations remain expensive, and thus we
have limited the number of studied structures.

For the H-bonding calculations the WC and “Calcutta”
dimers have been selected (denoted HB1 and HB2, respec-
tively), and the scans have been carried out by varying the
O2 · · ·N3 and the O4 · · ·N3 distances, respectively. Note that
the Calcutta base pair contains a C-H · · ·O H-bond. The
initial (equilibrium) geometries of both H-bonded dimers are
taken from ref 84.

The Cartesian coordinates of all structures are given in
the Supporting Information, while Figures 2 and 3 show the
geometrical arrangement of the stacked and H-bonded dimers
respectively.

Interaction Energies. The interaction energy ∆EAB of a
stacked or H-bonded complex is calculated according to the
supermolecular approach as the difference in electronic
energy between the complex and the isolated monomers (eq
1).85,86 Since we have used only rigid monomers, we do not
consider monomer deformation energies. In the case of the
SCS(MI)-MP2 and CBS(T) methods, all of the interaction
energies have been corrected for the basis set superposition
error (BSSE) using the counterpoise (CP) technique.87,88 This
correction is not applied within the DFT-D formalism as this
method was parametrized with respect to BSSE-corrected
data.53

∆EAB ) EAB - EA - EB (1)

Figure 2. Top and side views of the parallel and nonparallel structures of the uracil dimer, respectively. The first uracil monomer
is shown in gray. Some atoms have been labeled in order to aid in the visualization.
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The supermolecular approach is applied for all of the
methods used in the present work, except for DFT-SAPT,
where the interaction energy is given by the sum of selected
perturbation contributions. In an intermolecular perturbation
theory like DFT-SAPT the BSSE takes place only in the
δHF term (see below).

Methods

AMBER Nonbonded Empirical Potential. The empiri-
cal-potential calculations of the interaction energies have
been carried out with a local code, employing the vdW
and Coulombic terms of the AMBER force field.38 The
atom-centered point charges were derived by means of
an electrostatic potential (ESP) fitting at the MP2/aug-
cc-pVDZ level of theory using the Merz-Kollman89,90

methodology as implemented in the Gaussian 0391 soft-
ware package. This nonbonded potential is analogous to
that in AMBER, with the only exception that condensed-
phase simulations with AMBER are performed with
charges derived in a RESP92 fitting with the Hartree-Fock
(HF) method and the 6-31G* basis set. Given that the HF
method overestimates dipole moments, the use of HF
charges implicitly accounts for polarization.

The choice of the MP2/aug-cc-pVDZ ESP charges
instead of the original AMBER HF/6-31G* RESP charges
deserves an explanation. One of the main purposes of this
paper is to validate the physical correctness of the
nonbonded potential of the AMBER force field. As
demonstrated in the literature, meaningful benchmarking
of the force field requires that the force-field electrostatic
term is derived at the same computational level as used
in the reference QM calculations.35 Then the force-field
electrostatic parameter set mimics as close as possible the

respective Coulombic term of the full QM calculation.
When using standard HF/6-31G* AMBER charges, we
would inevitably bias the force field vs QM comparison.
It would be often difficult to judge whether the observed
differences reflect the basic limitation of the force-field
model, the presence of interactions not included in the
force-field model, or just the fact that the force-field and
the QM calculations consider uncorrelated and correlated
electrostatics, respectively. In addition, the present paper
is focused on evaluating the capability of the van der
Waals term of the force field to describe steric clashes.
When introducing steric clashes, the electrostatic energy
is basically constant. Note that a comparison of HF and
MP2 ESP charges for base stacking is available in the
literature.93,94 In addition, in one of our earlier stacking
papers we have also demonstrated that the use of out-of-
plane charges or distributed multipoles does not improve
the performance of the force field for base stacking
compared with the set of atom-centered ESP-derived point
charges.95 Thus, the use of atom-centered MP2/aug-cc-
pVDZ charges minimizes the difference between the force-
field and QM description caused by the ESP electrostatics,
allowing unambiguous assessment of the van der Waals
part of the force field.

DFT Augmented with an Empirical Dispersion Term
(DFT-D). The DFT-D calculations have been performed
with the TurboMole 5.896 software package, in combina-
tion with a local code that computes the empirical
dispersion correction. For the DFT part of the calculation
we have used the RI approximation,97-100 also known as
density fitting. In the DFT-D approach as developed by
Jurečka et al.,53 a pairwise additive potential of the form
C6r-6 is used to account for long-range dispersion effects
that are poorly described with common density functionals.
The dispersion-corrected energy is given by

EDFT-D ) EKS-DFT + Edisp (2)

where EKS-DFT is the self-consistent Kohn-Sham energy, and
Edisp is a term containing the empirical dispersion correction:

Edisp ) -∑
ij

fdamp(rij, Rij
0)C6,ijrij

-6 (3)

fdamp ) 1

1 + e-d(rij /(sRRij
0)-1)

(4)

In eq 3 rij is the distance between atoms i and j, R0
ij is the

equilibrium vdW separation between atoms i and j (derived
from the atomic vdW radii), and C6,ij is the composite
dispersion coefficient for the pair of atoms i and j (calculated
from the corresponding atomic C6 coefficients). The damping
function (eq 4) is needed because the r-6 form is not valid
at short distances, and because some short-range correlation
effects are already present in the density functional. In this
equation d is a parameter determining the steepness of the
damping function, and sR is a scaling coefficient that adjusts
the magnitude of the vdW radius and that has been
determined for several density-functional/basis-set combina-
tions. The values of the C6 atomic coefficients have been
taken from the work of Grimme,101 whereas the d and sR

parameters as well as the combination rules for the vdW

Figure 3. Top views of the H-bonded structures of the uracil
dimer. Some atoms have been labeled in order to aid in the
visualization.
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radii and the composite dispersion coefficients are the same
as those in the work of Jurečka et al.53 Here we use the TPSS102

functional along with the 6-311++G(3df,3pd)36 basis set. This
level of theory complemented with the dispersion correction
will hereafter be referred to as DFT-D.

SCS-MP2 for Molecular Interactions (SCS(MI)-MP2).
The SCS(MI)-MP277 calculations have been performed with
the Molpro 2006.1103 software package, applying the frozen-
core and density-fitting104,105 approximations. This method
is a reparameterization of the original SCS-MP2106 method,
in which the same- (SS) and opposite-spin (OS) components
of the MP2 energy are empirically scaled (EMP2 ) cOSEOS +
cSSESS) in an attempt to overcome the deficiencies of the MP2
theory, like the overestimation of the dispersion contribution
to the correlation energy. The original SCS-MP2 method
reduces the overestimation of the dispersion energy for
stacked structures and thus provides very good estimates of
the stabilization energy for these systems. Unfortunately, the
method also reduces the dispersion for H-bonded structures,
which results in this case in an underestimation of the
stabilization energy. Using multivariate linear least-squares
analysis and the CCSD(T) data in the S22 training set,52

Distasio and Head-Gordon77 found the optimal parameters
that minimized the error between SCS-MP2 theory and
CCSD(T), for the cc-pVXZ (X)T, Q) and extrapolated cc-
pV(XY)Z (XY)DT, TQ) levels. The resulting method,
known as SCS(MI)-MP2, provides very good estimates of
stabilization energies for both planar H-bonded and stacked
structures. Here we calculate the SCS(MI)-MP2 interaction
energies using the cc-pV(DT)Z extrapolation (cc-pVDZfcc-
pVTZ), for which the same- and opposite-spin optimized
parameters are 1.46 and 0.29, respectively. The MP2/CBS
limit is approximated according to the following extrapola-
tion scheme

EXY ) ESCF,Y +
X 3ECORR,X - Y 3ECORR,Y

X 3 - Y 3
Y > X (5)

where X ) 2 and Y ) 3 for the DfT extrapolation used in
this work.

DFT-Symmetry Adapted Perturbation Theory (DFT-
SAPT). The DFT-SAPT107-110 calculations have been
performed with the Molpro 2006.1 software package. DFT-
SAPT is a method that uses molecular properties from
density functional theory in order to calculate intermolecular
interaction energies by means of symmetry-adapted perturba-
tion theory (SAPT). In this method the interaction energy is
given as the sum of the first- and second-order energies, plus
the δHF term. The first-order energy includes the electrostatic
and exchange-repulsion contributions, while the second-order
energy includes the induction, exchange-induction, disper-
sion, and exchange-dispersion contributions. The δHF term
is an estimate of higher-order Hartree-Fock contributions
and is determined as the difference of the HF interaction
energy and the sum of the first- and second-order contribu-
tions, with the exception of the dispersion and exchange-
dispersion energies. Since the HF interaction energy is
calculated with BSSE-corrected monomer energies, the δHF
term is BSSE dependent. The interaction energy is given by

eq 6, and the electrostatic, induction, dispersion, and
exchange contributions are defined in eqs 7-10.

Eint ) Epol
(1) + Eex

(1) + Eind
(2) + Eex-ind

(2) + Edisp
(2) +

Eex-disp
(2) + δHF (6)

Eelec ) Epol
(1) (7)

Eind ) Eind
(2) + Eex-ind

(2) (8)

Edisp ) Edisp
(2) + Eex-disp

(2) (9)

Eexch ) Eex
(1) (10)

For the energy decomposition we have employed the
LPBE0AC110 XC potential with the pure ALDA kernel for
both the static and dynamic response, along with the aug-
cc-pVDZ basis set. We have also utilized the density-
fitting110 approximation. The ionization potential (IP) of the
monomer and the energy of the highest occupied molecular
orbital (HOMO), which are required to evaluate the shift
parameter, have been calculated at the PBE0111/aug-cc-pVDZ
level of theory.

The relatively small aug-cc-pVDZ basis set has been used
because our primary goal is to get an idea about the relative
magnitude of the interaction energy components. DFT-SAPT
interaction energies are usually underestimated when using
this basis set, mainly because the dispersion component is
underestimated by about 10-20%.110 This underestimation
does not change the conclusions regarding the relative
importance of the individual contributions to the interaction
energy given below. With a larger basis set DFT-SAPT was
shown to provide very accurate total interaction energies in
good agreement with the most accurate CCSD(T) calcula-
tions.110 Using the aug-cc-pVDZ basis set for the IP
calculations does not affect the shift values dramatically, and
resulting errors should be smaller than the SAPT basis-set-
size errors.

MP2/CBS Corrected for Higher-Order Correlation
Effects (CBS(T)). The MP2 and CCSD(T) calculations have
been performed with the Molpro 2006.1 software package,
applying the frozen-core approximation. In the case of MP2,
we have also applied the density-fitting104,105 approximation.
We have carried out the MP2/CBS calculations by extrapo-
lating the Hartree-Fock and the correlation energies sepa-
rately, following the Helgaker et al.112,113 extrapolation
scheme (eqs 11 and 12), in which EX is the energy for the
basis set with the largest angular momentum X, ECBS is the
energy for the complete basis set, and R is a parameter that
was fitted in their original work. Herein we have used the
aug-cc-pVDZfaug-cc-pVTZ extrapolation.

EX
HF ) ECBS

HF + Ae-RX (11)

EX
CORR ) ECBS

CORR + BX-3 (12)

Given that higher-order correlation-energy contributions
cannot be neglected, we have approximated the CCSD(T)/
CBS interaction energies according to the following scheme:

∆ECBS
CCSD(T) ) ∆ECBS

MP2 + (∆ECCSD(T) - ∆EMP2)|
6-31+G**

(13)
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The use of eq 13 is based on the assumption that the
difference between the CCSD(T) and MP2 interaction
energies is basically basis-set independent and can therefore
be evaluated with a small- or medium-size basis set. This
assumption was validated for several H-bonded114 and
stacked44 clusters, including H-bonded and stacked structures
of the uracil dimer.115 A CCSD(T)/CBS interaction energy
estimated according to eq 13 is also known as CBS(T).19

Data Analysis. The interaction-energy data have been
analyzed in terms of root-mean-squared (rms) errors, maxi-
mum absolute deviations (MAX), and XY plots. rms errors
are calculated using the standard formula. In this work we
define a deviation as the difference between the value
obtained with a given method (AMBER, DFT-D, SCS(MI)-
MP2, or DFT-SAPT) and the value obtained with CBS(T),
and the MAX value for a given dimer simply corresponds
to the absolute value of the largest deviation. All of the plots
have been generated with the Matplotlib116 graphics package
in combination with the SciPy117 and NumPy118 packages.
Energies and plots are given in the Supporting Information.

Results and Discussion

The Overall Performance of the Methods. Let us first
assess the data qualitatively. Figure 4 shows the dependence
of the stacking energy on twist at r ) 3.3 Å (P3), which is
primarily determined by the electrostatic term. The twist
energy variation is rather modest due to the lower polarity
of uracil compared to cytosine and guanine.35 The DFT-D
method achieves a close to exact match to the CBS(T) curve.
The AMBER force field is more stabilizing than CBS(T),
and also the profile of the twist dependence somewhat
deviates from the CBS(T) data. The SCS(MI)-MP2 and DFT-
SAPT methods systematically underestimate the binding,
while the shapes of the curves basically match the CBS(T)
one. In the case of the DFT-SAPT method the underestima-
tion is mainly due to the small basis set used (aug-cc-pVDZ);
with a larger basis set yet closer match with the CBS(T)
data is expected.

Figure 5 shows the vertical scans for P1 and P2, i.e., the
untwisted and antiparallel undisplaced dimers (untwisted and

antiparallel refer to ω angles of 0 and 180°, respectively).
When assessing the methods using the vertical scans, the
most important region is that ∼0.2-0.3 Å around the CBS(T)
minimum, while the most relevant descriptor is the slope
(gradient) of the PEC at a given distance within the repulsive
region. This is related to the force associated with the
repulsion. Two findings are apparent. First, all methods show
very flat energy dependence around the vertical-separation
minimum for the untwisted P1 dimer, which has the most
repulsive electrostatic arrangement. The AMBER force field
gives the shortest optimal vertical separation of the monomers
for this arrangement. In contrast, the force field has an
excessively steep onset of the repulsion in the short-range
repulsion region of the P2 dimer which is also associated
with the overestimation of the optimal intermonomer dis-
tance. The data for the P2 dimer also suggest that DFT-D is
little overestimating the repulsion in the short-separation
region, while SCS(MI)-MP2 provides a curve with almost
the same slope as the CBS(T) one, albeit the method
underestimates the interaction energy. DFT-SAPT also
underestimates the interaction energy.

Figure 6 shows the vertical scans for the two untwisted-
displaced dimers (P4 and P5). These are still in the
electrostatically repulsive orientation, but the geometrical
overlap of the bases is reduced. The most visible result is
the overestimation of the short-range repulsion and of the
optimal intermonomer distance by the force field.

Figure 7 summarizes the vertical scans on the four
antiparallel displaced dimers (P6-P9). There is again a large
exaggeration of the short-range repulsion by the force field.
Modest exaggeration of the repulsion by the DFT-D method
is also seen. The SCS(MI)-MP2 and DFT-SAPT methods
(in particular the latter, due to the relatively small basis set
used) are typically shifted toward higher stacking energies
for all intermonomer distances. Interestingly, the difference
between DFT-SAPT and CBS(T) widens visibly upon
reducing the intermonomer separation.

Figure 8 gives the data associated with the vertical scans
of the four nonparallel (tilted) dimers with steric clashes
(NP1-NP4). The NP1 geometry brings the O4 region of the

Figure 4. Potential energy curves (left) and energy differences with respect to the CBS(T) data (right) for P3, calculated with
the AMBER, DFT-D, SCS(MI)-MP2, DFT-SAPT, and CBS(T) methods. The vertical separation between the monomers is
3.3 [Å].
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first monomer into contact with the N1 region of the second
one. In the NP2 geometry the N1/O2 region of the second
monomer is in close contact with the aromatic ring of the
first one. The NP3 geometry leads to the closest contact
between the O2 atom of the second monomer and the C4
atom of the first one, and the NP4 geometry has the N3-H3
bond of the second monomer tilted to the center of the
aromatic ring of the first one. The twist angle is 180° for all
of the four clashed dimers. Obviously, these four dimers do
not guarantee an exhaustive sampling of all possible steric
contacts between the two uracils; however, we hope that they
are diverse enough to allow us to make correct conclusions.
The calculations are quite consistent with the results derived
from the calculations on the P1-P9 dimers. The large
deviation (excessive repulsion) of the AMBER force field
in the short-range repulsion region is very clear, and the
difference between DFT-D and CBS(T) is also visible.
DFT-D overestimates the binding at larger separations, but
then it has a faster and steeper onset of the repulsion upon
vertical compression of the dimers. SCS(MI)-MP2 and DFT-
SAPT underestimate the interaction energy and the difference
between either of these methods, and CBS(T) increases as
the intermolecular distance decreases. Both effects are more
pronounced for DFT-SAPT, mainly because of the basis set
chosen for these calculations.

Finally, Figure 9 gives the energy scans for the WC (HB1)
and Calcutta (HB2) H-bonded uracil dimers. The problems

of the AMBER force field to describe the repulsive region
of the PES are even more visible than for the stacked dimers,
in particular for the Calcutta structure. On the QM side there
is essentially a very good agreement between the CBS(T),
DFT-D, and SCS(MI)-MP2 methods. DFT-SAPT underes-
timates the strength of the H-bonding interaction at all
distances. However, we need to reiterate that DFT-SAPT
calculations were done with a relatively small aug-cc-pVDZ
basis set. Specifically for H-bonding, very large basis sets
with higher-angular momentum functions are vital.119 The
repulsion appears to be well captured by DFT-SAPT. We
would like to point out again that the H-bonding data
presented here is still preliminary. The issue of the descrip-
tion of the short-range repulsion in H-bonding is even more
complex than it is for stacking and will be addressed in the
future as it is beyond the scope of the present stacking study.

Interaction-Energy Statistics. rms errors with respect to
the CBS(T) reference data are given in Table 1 along with
the corresponding MAX values. For the twist-angle scan
(P3) the best performer is the DFT-D method, with a rms
error of only 0.15 kcal mol-1 and a MAX value of 0.23 kcal
mol-1. Both SCS(MI)-MP2 and DFT-SAPT underestimate
the strength of the interaction across the entire range of twist
angles, showing rms errors of 0.74 and 1.39 kcal mol-1

respectively. On the contrary, AMBER overestimates the
attraction with a rms error of 0.61 kcal mol-1.

Figure 5. Potential energy curves (left) and energy differences with respect to the CBS(T) data (right) for P1 and P2, calculated
with the AMBER, DFT-D, SCS(MI)-MP2, DFT-SAPT, and CBS(T) methods.
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Turning now to the performance of the QM methods in
the vertical scans of the parallel dimers, we see that the
DFT-D method is again the best performer with regards to
the chosen statistical descriptors, giving for example the
smallest rms deviation (0.52 kcal mol-1). DFT-D overesti-
mates the strength of the interaction at long distances and
underestimates it at short distances (refer to Figures 5-8).
The DFT-D deviations around the PEC minimum are
typically very small. This is not surprising as the parametri-
zation of DFT-D53 relies mostly on a training set containing
noncovalent complexes optimized to a minimum. The fact
that DFT-D always underestimates the strength of the
interaction at short distances may be rooted in the inability
of the density functional to completely account for short-
range correlation effects, which are not compensated for by
the empirical correction. SCS(MI)-MP2 also shows a small
rms deviation with respect to the CBS(T) data (0.86 kcal
mol-1), but, unlike DFT-D, the shape of the SCS(MI)-MP2
curve closely resembles the CBS(T) one for all of the scans.
This means that in general this method may produce better
energy gradients, in particular in the repulsive regions of
the PES. This method, however, systematically underesti-
mates the strength of the interaction. Finally, DFT-SAPT
exhibits the largest rms error among the QM methods (1.37
kcal mol-1), and the method systematically underestimates
the strength of the interaction. Note, however, that the DFT-
SAPT data were obtained with a relatively small basis set

(aug-cc-pVDZ), while the other methods are calculated
(directly or effectively) with a CBS extrapolation.

The AMBER force field shows larger deviations with
respect to CBS(T) than the QM methods, with a rms error
of 1.53 kcal mol-1. AMBER overestimates the strength of
the interaction at long distances and underestimates it at short
distances, the only exception being the untwisted undisplaced
P1 dimer, where the AMBER energies are lower along the
entire range of distances. It partially could be due to increased
polarization effects in this particular geometry that would
not be captured by a nonpolarizable force field. However,
the DFT-SAPT data below do not indicate a significant role
of induction. Most likely, the overestimation of the strength
of the interaction is due to the underestimation of the
repulsion by AMBER, which in turn might be a consequence
of an improper description of the anisotropy caused by a
particularly unfavorable Pauli repulsion in the P1 conforma-
tion. The force field assumes isotropic interactions and
spherical atoms, which might not be accurate enough in some
specific geometries.95

Similar findings are seen in the case of the vertical scans
for the nonparallel dimers. With a rms error of 0.55 kcal
mol-1 DFT-D is again the best performer with respect to
this statistical descriptor. The method remains to overestimate
the strength of the interaction at long distances and under-
estimate it at short distances. The performance of SCS(MI)-
MP2 is also good, bearing the smallest MAX value and a

Figure 6. Potential energy curves (left) and energy differences with respect to the CBS(T) data (right) for P4 and P5, calculated
with the AMBER, DFT-D, SCS(MI)-MP2, DFT-SAPT, and CBS(T) methods.
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Figure 7. Potential energy curves (left) and energy differences with respect to the CBS(T) data (right) for P6 through P9,
calculated with the AMBER, DFT-D, SCS(MI)-MP2, DFT-SAPT, and CBS(T) methods.
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Figure 8. Potential energy curves (left) and energy differences with respect to the CBS(T) data (right) for NP1 through NP4,
calculated with the AMBER, DFT-D, SCS(MI)-MP2, DFT-SAPT, and CBS(T) methods.
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rms error of 0.81 kcal mol-1. The same error amounts to
1.13 kcal mol-1 in the case of DFT-SAPT. Moreover, the
shapes of the SCS(MI)-MP2 curves again resemble the
CBS(T) ones, and, particularly when going from the mini-
mum to the repulsive region (see the NP4 curve in Figure

8), this method produces better energy gradients than DFT-
D. AMBER shows a larger rms error of 1.77 kcal mol-1,
and its deviations are more pronounced in the repulsive
region of the PECs. In order to assess the importance of the
results, we need to consider which geometries can be

Figure 9. Potential energy curves (left) and energy differences with respect to the CBS(T) data (right) for HB1 and HB2, calculated
with the AMBER, DFT-D, SCS(MI)-MP2, DFT-SAPT, and CBS(T) methods.

Table 1. Root-Mean-Squared Deviations (rmsd, kcal mol-1) and Maximum Absolute Deviations (MAX, kcal mol-1) of the
AMBER, DFT-D, SCS(MI)-MP2, and DFT-SAPT Interaction Energies with Respect to the CBS(T) Reference Dataa

AMBER DFT-D SCS(MI)-MP2 DFT-SAPT

dimer rmsd MAX rmsd MAX rmsd MAX rmsd MAX

P1 1.74 2.39 0.53 1.50 1.34 2.45 1.36 2.08
P2 1.58 4.52 0.45 0.99 0.60 1.09 1.27 2.40
P3 0.61 1.05 0.15 0.23 0.74 0.93 1.39 1.51
P4 1.36 3.03 0.52 1.22 0.82 1.29 1.69 2.80
P5 1.44 3.17 0.44 1.02 0.84 1.30 1.67 2.75
P6 1.85 4.29 0.41 0.70 0.26 0.50 1.22 2.12
P7 1.50 3.15 0.80 1.71 0.87 1.37 1.51 2.66
P8 1.39 3.22 0.57 1.22 0.52 0.92 1.14 2.02
P9 0.94 1.78 0.36 0.73 0.78 1.33 1.09 1.75
all Pb 1.53 4.52 0.52 1.71 0.86 2.45 1.37 2.80
NP1 3.03 8.40 0.44 0.83 0.58 1.01 0.86 1.44
NP2 1.09 3.08 0.37 0.85 0.82 1.31 0.98 1.61
NP3 1.24 3.34 0.53 1.14 0.80 1.19 1.16 2.01
NP4 0.85 1.08 0.77 1.88 1.01 1.56 1.43 2.46
all NP 1.77 8.40 0.55 1.88 0.81 1.56 1.13 2.46
HB1 12.09 28.73 0.52 0.98 0.57 1.15 2.21 2.63
HB2 21.91 50.20 0.34 0.72 0.42 0.85 1.22 1.49
all HB 17.70 50.20 0.44 0.98 0.50 1.15 1.78 2.63

a Some extreme MAX values are not visualized in the figures because they are out of the range of intermolecular distances in those
figures. Refer to Tables S2, S3, and S4 in the Supporting Information for the complete data. b P3 was not included in the calculation of
rmsd and MAX values, i.e., the values in this row correspond to the group of dimers for which vertical scans have been performed.
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populated in real structures. It is clear that severely com-
pressed structures are not likely to be populated, but
structures with shortened intermonomer separations with
energies 1-2 kcal mol-1 above the minima on the CBS(T)
curves are certainly accessible. For these geometries the force
field repulsion is already visibly exaggerated.

With respect to the H-bonding scans the best performance
is achieved by the DFT-D and SCS(MI)-MP2 methods, with
rmsd values of about ∼0.5 kcal mol-1. Both methods
overestimate the strength of the interaction at short distances.
DFT-SAPT evaluated with the medium-sized basis set
underestimates it at all distances, showing a rmsd value of
1.78 kcal mol-1. The large rmsd associated with the AMBER
data is due to the huge deviations toward more repulsive
values that occur in the regions of short H-bonding distances,
in particular for the HB2 structure. The very large repulsion
given by the force field for this dimer indicates an excessive
repulsion for the C-H · · ·O contact. This can be due to an
excessive steepness of the repulsion with the Lennard-Jones
6-12 potential and most likely is also due to a too large
atomic radius of that particular hydrogen atom in the
AMBER force field. The data show that the force-field
performance is better for the stacked dimers than for the
H-bonded ones. However, as noted in the introduction, the
overestimation of short-range repulsion for H-bonded base
pairs may have less serious consequences for the molecular-
mechanical studies than errors in the short-range repulsion
for stacking. The interaction energy of HB1 at the minimum
of the AMBER curve amounts to -10.7 kcal mol-1, whereas
for the same geometry Šponer et al. reported an AMBER
energy of -12.1 kcal mol-1.84 This difference is because
the latter value was computed with the original AMBER HF
charges, which differ from the MP2 charges used in the
present study. The HF charge distribution is more polar,
which produces a better stabilization.

Interaction-Energy Gradients. Regions of interatomic
contacts are associated with interaction energy gradients, and
their inaccurate description may affect the outcome of the
calculations, including the population of conformations in
MD simulations. Nevertheless, simulations sample also all
the additional degrees of freedom which should, in most
cases, attenuate the impact of the incorrect description of
energy gradients in the clashed regions. In contrast, potential
energy scans that were often used to study the local
conformational variations can be severely distorted by the
incorrect description of the repulsion as in such scans one
does not vary enough degrees of freedom to overcome the
exaggerated repulsion. It is thus promising to see that the
QM methods perform well for the clashes. For instance, for
P8 the difference between the interaction energies at r )
2.9 and r ) 3.1 Å (a range that is within 0.3 Å from the
CBS(T) minimum) is 1.92, 2.19, 2.50, and 2.92 kcal mol-1,
calculated with CBS(T), SCS(MI)-MP2, DFT-SAPT, and
DFT-D, respectively. On the contrary, AMBER yields an
interaction-energy difference of 4.57 kcal mol-1. Clearly, the
SCS(MI)-MP2 value is the closest to the CBS(T) one, and
this level of accuracy might be necessary to fully understand
the intrinsic interactions in nucleic-acid systems such as those

mentioned above, where variations in the geometry are often
accompanied by very subtle energy differences.

Figure 10 presents an estimate of the interaction-energy
gradient for the AMBER and CBS(T) PECs of the NP3
dimer. The force field clearly deviates from the CBS(T) data.
The NP3 geometry with vertical distance of 3.5 Å is easily
accessible on the CBS(T) PEC. At this distance, however,
the force field energy gradient is ∼3 times larger than the
CBS(T) one, so this geometry would be penalized when
attempting a force field calculation. The NP3 dimer shows
probably the most severe differences among the stacked
structures; similar plots for the rest of the stacked dimers
can be found in the Supporting Information.

The H-bonding dimers show even more drastic differences
between the AMBER and CBS(T) gradients (see Figures S12
and S13), with the same consequences as those described
above for the stacked dimers.

DFT-SAPT Interaction-Energy Decomposition. Figures
11 and S14-S23 in the Supporting Information show the
DFT-SAPT decompositions for the stacked dimers. Some
general trends have emerged from the decomposition analy-
sis. In basically all the stacked structures the dispersion
energy is the leading stabilizing contribution, with the
electrostatic term being always less stabilizing or even
repulsive, as in the case of the P1 dimer at large intermo-
lecular distances. Interestingly, for P1 the electrostatics
switches from repulsion to attraction at short distances. This
can be easily explained by a competition of the multipolar
and overlap electrostatic components at short intermonomer
distances. The multipolar part is repulsive here due to the
very unfavorable dipole orientation. At short distances,
however, the attractive overlap electrostatic interaction
prevails. The DFT-SAPT electrostatics thus cannot be
directly compared with the force field electrostatics. The latter
takes into consideration only the electrostatic potentials
(ESP), while the overlap electrostatic effects are effectively
included in the vdW term of the force field. Therefore, the
utilization of DFT-SAPT calculations in parametrizations of
simple biomolecular force fields does not appear to be
straightforward. It is to be noted that for biomolecular
recognition the ESP part of the electrostatics is the most
important term. Note that the overlap electrostatics is always

Figure 10. Estimate of the interaction-energy gradient for
NP3, calculated with the AMBER and CBS(T) methods.
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attractive, and the repulsion in the intermolecular complexes
is due to Pauli exchange.

For P6, NP1, and NP2 the electrostatic interaction
contribution is stabilizing and very significant, with a
magnitude that is closer to that of the dispersion term, when
compared to the rest of the dimers. For each dimer there is
a region where the dispersion and exchange terms tend to
cancel each other, usually around the minimum, which is
characteristic for vdW complexes. When going into the
repulsive part of the PECs the magnitude of the exchange
term quickly outweighs that of the dispersion term. It thus
should be noted that when assessing the DFT-SAPT decom-
positions, it is very important to have the dimers at proper

vertical separation. This is straightforward for geometries
with parallel bases but may be more complex for geometries
with tilted bases. DFT-SAPT decompositions for geome-
tries with unrelaxed vertical separation or with unrealistic
clash (e.g., due to errors in the experimental structure) can
be biased. Taking the variability due to the intermolecular
separation into account our results are consistent with those
from previous DFT-SAPT studies.48,120,121

For most of the stacked dimers the magnitude of the δHF
term is comparable to that of the induction term, and both
terms represent the smallest contributions to the interaction
energy. The horizontal twist scan (P3) simply confirms that
the electrostatic term exhibits the largest twist dependence

Figure 11. DFT-SAPT energy components (left) and comparison between DFT-SAPT and AMBER electrostatic energies (right)
for P1, P2, and P3.

1538 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Morgado et al.



(followed by the exchange term to a lesser extent) and that
the dispersion term is basically independent of the twist
angle. Also, the dispersion and exchange terms basically
cancel each other in the range of twist angles from 90 to
180°.

The DFT-SAPT data of the HB1 and HB2 structures
basically confirm that the most relevant stabilizing contribu-
tion in the case of H-bonding is the electrostatic term and
that the induction and δHF terms play a more important
role than they do for the stacked dimers. Although smaller
than the electrostatic term, the dispersion contribution is not
negligible, as it amounts to about -8 and -6 kcal mol-1 at
the CBS(T) minimum of the HB1 and HB2 dimers,
respectively.

Summary and Conclusions

We have carried out reference CBS(T) calculations for about
100 geometries of the uracil dimer in stacked conformations.
The calculations have been specifically aimed at geometries
with unoptimized distances between the monomers including
geometries with mutually tilted monomers that are character-
ized by a delicate balance between local steric clashes and
local unstacking. Until now such geometries had not been
investigated using reference QM methods and were not
included in the parametrization of methods such as DFT-D.
Such geometries, however, often occur in nucleic acids and
are of decisive importance for local conformational variations
in B-DNA as well as in some cases for the exact positioning
of bases in compactly folded RNAs. Errors in the short-range
repulsion region would have a major impact on potential
energy scans which were often used in the past to investigate
local geometry variations in DNA64-69,76 The incorrect
description of such geometries may also partially affect MD
simulations in applications when quantitative accuracy is
required. For comparison, we have also carried out similar
“compression-extension” calculations for two H-bonded
systems: the WC and the Calcutta dimers.

The results show that methods like SCS(MI)-MP2 and
DFT-SAPT yield a good description of the repulsion when
steric clashes are involved in the stacking of uracil dimers.
These methods are thus promising to accurately scan the
potential energy surfaces of these systems. However, QM
studies of DNA local conformational variations are still not
straightforward because the electrostatic interactions in
nucleic acids are greatly reduced by the solvent screening.
Most likely, calculations completely neglecting the electro-
statics (equivalent to using a molecular-mechanics force field
without the electrostatic term) would give a more relevant
description of local B-DNA conformational variations than
gas-phase calculations with full inclusion of electrostatics.122

This is demonstrated for example in recent QM calculations
of dependence of stacking on helical twist, where the optimal
values of helical twist are typically outside the experimental
range.123 Both above mentioned methods also perform well
for the two H-bonded dimers considered here, although for
HB1 DFT-SAPT underestimates the strength of the interac-
tion more than it does in the case of the stacked structures.
Such underestimation is likely to be rooted in the relatively
small basis set used for the DFT-SAPT calculations.

Given the good performance of the aforementioned methods
it is natural to ask whether these methods can be further
improved. For SCS(MI)-MP2 the use of the cc-pV(TQ)Z
extrapolation (cc-pVTZfcc-pVQZ) might bring a better agree-
ment with the CBS(T) data, but there also seems to be some
room for improvement on the formalism side, as it has been
proposed in the work of Distasio and Head-Gordon.77 Given
the MP2 description of bond energies and intermolecular-
interaction energies, it is necessary to distinguish between the
computation of the two quantities, and these authors have
suggested that a distance-dependent scaling could be applied
to bridge these two regimes. It remains to be seen if such an
approach could also result in an improved description of
interaction energies of noncovalent systems in the more
repulsive regions of the PES. It should be pointed out that the
performance of DFT-SAPT for the systems studied here could
be somewhat improved with the use of the nonlocalized
PBE0AC/ALDA model as described in ref 124. The perfor-
mance of DFT-SAPT would also improve with the use of better
basis sets as in the present work we have used only the aug-
cc-pVDZ one, which is inferior to the CBS extrapolation used
for the MP2 method. In general, however, all tested QM
methods have a quite reasonable performance and seem to be
sufficiently accurate for the computation of intermolecular
interactions in uracil dimers. Note that modest systematic shifts
of the total energies in the range of ∼1 kcal/mol are less
important than an eventual imbalance in the description of steric
clashes and unstacking.

The DFT-D method, at least the one we tested,53 shows
somewhat larger deviations in the repulsive region. The DFT-D
literature is nowadays very wide, and we do not claim that our
calculations represent the full spectrum of the methods.101,125-134

These deviations may have a modest impact on the computa-
tions, and it therefore would pay for to include some of the
clashed geometries into future parametrizations of the DFT-D
methods. However, we do not consider the differences as
dramatic. Another approach could be a reparametrization of the
empirical part of the method to improve the behavior mainly
in the short-range repulsion region. However, this may require
the introduction of new parameters, and success is not a priory
guaranteed. The performance of DFT-D for the two tested
H-bonded base pairs was neat.

We need to underline that although we expect that the present
conclusions are basically valid also for other base stacking
systems, it is not a priory guaranteed that the excellent
performance observed here for several methods will fully
transfer to all types of stacking interactions in nucleic-acid
biopolymers. Thus, further calculations would be still useful.

Finally, the AMBER force field, which currently dominates
molecular modeling of nucleic acids, shows large deviations
in the repulsive region both for the stacked and for the H-bonded
structures. The steric clashes are excessively severe, and the
onset of the short-range repulsion upon compressing the
interacting systems is too fast. This is expected to have a
substantial effect on potential energy scans. On the other hand,
we do not expect that this error would have dramatic qualitative
impacts on explicit solvent simulations of nucleic acids. The
reason is that in the simulations all the other degrees of freedom
are also sampled, and these can be efficiently used to dissipate
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the excessive clash with not much effect on the geometry. It
has been noticed that an excessive repulsion associated with
too large hydrogens of the thymine methyl group affects
substantially 2D stacking energy scans of propeller twisting in
ApT and ApA B-DNA steps. However, the reduction of the
hydrogen radius, which markedly improved the quality of the
empirical force-field stacking energy scans, had no visible effect
in test simulations.135 An exaggerated short-range repulsion in
the force field description was also reported for cation-solute
interactions and affects for example simulations of quadruplex
DNA where the cations residing in the channel of the quadru-
plex stem look oversized. This effect was originally attributed
to the lack of polarization in the force field,136,137 but it is more
likely caused by the short-range repulsion imbalance discussed
in the present paper. Also, when using MP2/aug-cc-pVDZ ESP
charges the AMBER force field seems to provide a better gas-
phase description for stacking than for H-bonding, at least for
the uracil dimer. Despite the reported difference we would like
to clearly state that the overall description of base stacking and
H-bonding by the nonbonded potential of the AMBER force
field is good, and, as we pointed out elsewhere, stacking is
probably the best approximated term in the force field.138,139

The discrepancy reported here should not affect the overall
stability of the simulations and qualitative applications of the
method. However, it may affect the description of very subtle
quantitative effects such as the local conformational variations
in B-DNA.
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Abstract: The accuracy of auxiliary basis sets derived by Cholesky decompositions of the
electron repulsion integrals is assessed in a series of benchmarks on total ground state energies
and dipole moments of a large test set of molecules. The test set includes molecules composed
of atoms from the first three rows of the periodic table as well as transition metals. The accuracy
of the auxiliary basis sets are tested for the 6-31G**, correlation consistent, and atomic natural
orbital basis sets at the Hartree-Fock, density functional theory, and second-order Møller-Plesset
levels of theory. By decreasing the decomposition threshold, a hierarchy of auxiliary basis sets
is obtained with accuracies ranging from that of standard auxiliary basis sets to that of
conventional integral treatments.

1. Introduction

The density fitting (DF) or resolution-of-the-identity (RI)
approximation1 is an efficient approach for speeding up
quantum chemical calculations. Gaussian auxiliary basis sets
for the fitting procedure have been optimized and extensively
tested with respect to the accuracy of ground state energies
for Hartree-Fock (HF) theory, nonhybrid as well as hybrid
density functional theory (DFT), and second-order Møller-
Plesset (MP2) theory.2-11 The goals of the optimizations
were to keep errors due to the DF approximation below the
inherent basis set incompleteness error for each theoretical
model, while limiting the number of auxiliary functions to a
few times the number of atomic orbital (AO) basis functions.

Aiming at an accurate approximation of each individual
integral, we have recently proposed generating auxiliary basis
sets by Cholesky decomposition (CD) of the two-electron
integral matrix in AO basis. The construction of the auxiliary
basis set thus becomes a purely numerical procedure carried
out on-the-fly. In the Full-CD approach the entire molecular
integral matrix is decomposed, and the resulting auxiliary
basis set consists of both one- and two-center functions.12,13

The one-center CD (1C-CD) approximation is obtained by

restricting the decomposition of the molecular integrals such
that only one-center functions enter the auxiliary basis set.14

To reduce the computational cost of obtaining the auxiliary
basis set, the atomic CD (aCD) set is obtained by a
decomposition of the atomic integral matrix.14 The atomic
compact CD (acCD) auxiliary basis set is obtained from the
aCD by removing linear dependence among the primitive
Gaussians, again by CD.15 We thus have available a
hierarchy of ab initio DF approximations with an accuracy
controlled by a single parameter, the CD threshold (τ). The
adjective ab initio underlines the fact that no additional
information is needed to perform a DF calculation with CD-
based auxiliary basis sets compared to the corresponding
conventional calculation. The CD-based auxiliary basis sets
were tested for a limited number of mostly organic molecules
in the papers cited above, and it is the purpose of the present
work to provide a more thorough assessment of accuracy of
total ground state energies and dipole moments.

Using the Coulomb metric, the DF procedure minimizes
the integral diagonal error

∆µν,µν ) (µν|µν) - ∑
IK

Cµν
I (I|K)Cµν

K (1)

to the extent possible with a given auxiliary basis set (C
indicates the fitting coefficients and I,K the auxiliary func-
tions). The CD-based auxiliary basis sets are constructed to
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make the minimum value approach zero as τ is decreased.
The error matrix ∆ is positive semidefinite and hence

|∆µν,λσ| e ∆µν,µν
1/2 ∆λσ,λσ

1/2 (2)

Full-CD guarantees that every element of the error matrix
∆ is bound by τ and therefore provides complete control of
the accuracy of the DF approximation.12-14 For the one-
center approximations (1C-CD, aCD, acCD), the integral

Figure 1. The mean absolute total energy errors in kcal/(mol ·electron) as a function of the decomposition threshold, τ, for Set
I. Each row of panels shows a specific quantum chemical method (HF, MP2, DFT/BLYP, and DFT/B3LYP), and each column
of panels shows a specific CD-based auxiliary basis set (Full-CD, 1C-CD, aCD, and acCD).

Figure 2. The mean error and standard deviation in kcal/(mol ·electron) for the Full-CD DFT/B3LYP total energy calculations
of Set I represented as Gaussian distributions. The dotted line represents the largest observed error. Each row of panels features
a specific AO basis set, and each column of panels corresponds to a specific decomposition threshold. The scale of the ordinate
is arbitrary. Note that for better visualization, the scale of the abscissa of the left most column is different than for the rest of the
columns in the figure.
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errors in the DF approximation to the ERIs of the type
(AA|AA) and (AA|BB), where A and B are atom labels,
are bound by τ, whereas integrals of the type (AB|**) may
be affected by larger errors. The accuracy of the DF
procedure with the one-center approximations is therefore
limited by the ability to span these two-center functions:
although the error is always minimized by the fitting
procedure, it can no longer be guaranteed that the minimum
value is τ.14,15

Here, we perform the first statistical analysis of the
accuracy of the hierarchy of CD-based auxiliary basis sets:
Full-CD, 1C-CD, aCD, and acCD, as a function of τ. This
analysis is performed for the single configuration methods
HF, pure (BLYP) and hybrid (B3LYP) DFT, and MP2 in
conjunction with common segmented and generally con-
tracted basis sets ranging from double- to quadruple-� levels
of sophistication. We use a large test suite of molecules
composed of atoms from the first three rows of the periodic
table and a small set including transition metals. A similar
investigation on CASSCF and CASPT2 excitation energies
with CD-based auxiliary basis sets is in progress at our lab.

2. Computational Details

The purpose of this study is to test how the accuracy depends
on the decomposition threshold in Full-CD,13 1C-CD,14

aCD,14 and acCD15 for different theoretical models and AO
basis sets. For the purpose of generality, the wave function
models included in this study describe both Coulomb and
exchange contributions and short-range correlation and

dispersion. The basis set selection is representative of the
wide range of AO basis sets available to computational
chemists at present. Three different test sets are used in this
benchmark study.

First, calculations have been performed for a large set of
molecules (Set I) using four different quantum chemical
methods, HF, pure and hybrid DFT, and MP2. Two func-
tionals are used, one nonhybrid, BLYP,16-18 and one hybrid,
B3LYP.17-19 The AO basis sets used in these calculations
are Pople’s 6-31G**,20,21 Dunning’s cc-pVXZ22,23 (X )
D,Q), and the ANO-L-VXZP (X ) D,Q) basis sets of
Widmark et al.24,25 The values 10-3, 10-4, 10-5, and 10-6

have been chosen for the Cholesky threshold. Set I is the
118 closed-shell molecules of the G2/97 test set.26 For six
of the molecules in the set we have replaced the conventional
MP2 calculation with a Full-CD calculation where we have
set the CD threshold to 10-10.27 For Set I, the accuracy of
the HF and DFT dipole moments has also been investigated.

Second, since the molecules in Set I only include elements
from the first three rows in the periodic table, a smaller set of
molecules containing heavier elements is used. Specifically, Set
II is composed of the seven closed-shell transition metal
containing molecules of the MLBE21/05 database.28 The
accuracy assessment in association with Set II is limited to the
DFT(B3LYP) model. These calculations include scalar rela-
tivistic effects through the Douglas-Kroll-Hess transforma-
tion29-34 in conjunction with the relativistic ANO-RCC-VXZP
(X ) D,T) basis sets of Roos and co-workers.35-37

Figure 3. The mean error and standard deviation in kcal/(mol ·electron) of the aCD DFT/B3LYP total energy calculations of Set
I represented as Gaussian distributions. The dotted line represents the largest observed error. The scale of the ordinate is
arbitrary. Each row of panels features a specific basis set, and each column of panels corresponds to a specific decomposition
threshold. Note that for better visualization, the scale of the abscissa of the left most column is different than for the rest of the
columns in the figure.
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Third, the possibility to ad hoc discard the higher angular
momentum auxiliary functions in association with the aCD
approach is tested on a set of 24 molecules, Set III.38 This
option is considered for the 6-31G**, ANO-L-VXZP, and
cc-pVXZ (X ) D,T,Q) basis sets.

To measure the accuracy of the CD-based auxiliary basis
sets, the error in the total energy for each molecule is
computed as

εi )
Ei

conV - Ei
CD

Ni
electrons

(3)

where Ei
conv and Ei

CD are the conventional and CD-based total
ground state energy, respectively, and Ni

electrons is the number
of electrons of molecule i. For the accuracy of the magnitude
of the dipole moments, the same expression was used without
a normalization against the number of electrons, as the dipole
moment is a size-intensive quantity. When we present
statistics on dipole moments we have also omitted every
molecule with inversion symmetry since they must have zero
dipole moment. The associated mean error

µε ) ∑
i

N εi

N
(4)

mean absolute error

µ|ε| ) ∑
i

N |εi|

N
(5)

standard deviation

σε
2 )

∑
i

N

εi - µε

N - 1
(6)

and maximum error (with sign), εmax, were calculated.
All calculations have been performed using a development

version of the MOLCAS quantum chemistry software.39

Figure 4. The mean error and standard deviation in debye of the Full-CD DFT/B3LYP dipole moment calculations of Set I
represented as Gaussian distributions. The scale of the ordinate is arbitrary. The dotted line represents the largest observed
error. Each row of panels features a specific AO basis set, and each column of panels corresponds to a specific decomposition
threshold.

Figure 5. The mean absolute total energy errors (kcal/
(mol ·electron)) as a function of the value of the decomposition
threshold of Set II. Each row of panels shows a specific
quantum chemical method, and each column of panels shows
a specific CD-based auxiliary basis set.
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3. Results and Discussion

In this section the results of the calculations will be
visualized, and important trends and their implications for
these types of calculations will be discussed. The analysis
is divided into several subsections where different aspects
of the results are discussed. Detailed tables of data can be
found in the Supporting Information.

3.1. Independence of Theoretical Model. In Figure 1
the mean absolute errors for Set I of the studied auxiliary
basis sets for various theoretical models are displayed as
functions of the decomposition threshold. From Figure 1 we
can conclude that the accuracy

• improves with tighter threshold,
• levels out for the one-center auxiliary basis sets (1C-

CD, aCD, and acCD) for tighter thresholds, and
• is largely the same regardless of the theoretical model

with a given AO basis set.
The last point confirms the assertion of our previous

papers,14,15 namely that the CD-based basis sets are unbiased.
Finally, we note that the aCD and acCD accuracies are very
close to each other, as expected.15

While the error of the Full-CD is almost linear with respect
to the CD threshold (logarithmic scale), a saturation effect

is observed for the one-center auxiliary basis sets. This
difference is more pronounced for AO basis sets of lower
quality, i.e. the double-� sets, for which essentially no
improvement is observed for decomposition thresholds below
10-4. For the quadruple-� basis sets, however, thresholds as
low as 10-6 may be used with a significant gain in accuracy.
The reason for this difference is that representing two-center
AO products and therefore ERIs of the type (AB|**) with
very high accuracy places demands on the quality of the
auxiliary basis set. Higher angular momentum functions are
generally included in the auxiliary basis set for the quadru-
ple-� AO sets than for the double-� ones, thus increasing
accuracy of the representation of the two-center AO products.
We also note that the auxiliary basis sets of the ANO-L sets
tend to be more accurate than those generated from 6-31G**
or Dunning’s correlation consistent sets.

The observation that aCD and acCD auxiliary basis sets
derived from quadruple-� AO basis sets are more accurate
than those derived from double-� ones indicates that further
reductions of auxiliary basis set size might be possible with
a controlled loss of accuracy. This aspect will be explored
below.

Figure 6. The mean error and standard deviation (kcal/(mol ·electrons)) of the Full-CD DFT/B3LYP total energy calculations of
Set II represented as Gaussian distributions. The scale of the ordinate is arbitrary. The dotted line represents the largest error
in that set of molecules. Each row of panels features a specific AO basis set, and each column of panels corresponds to a
specific decomposition threshold.

Figure 7. The mean error and standard deviation (kcal/(mol ·electrons)) of the aCD DFT/B3LYP total energy calculations of Set
II represented as Gaussian distributions. The scale of the ordinate is arbitrary. The dotted line represent the largest error in that
set of molecules. Each row of panels features a specific AO basis set, and each column of panels a corresponds to a specific
decomposition threshold.
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3.2. Quantitative Error Analysis. In this section a more
quantitative analysis of the accuracy of the energy and the
magnitude of the dipole moment for Set I will be performed.
For that purpose, let the standard of Eichkorn et al.2 be the
reference. In their work they derived Coulomb fitting
auxiliary basis sets associated with SVP valence basis sets
(a double-� quality basis set) aiming at an average error of
0.2 mEH per atom. For practical purposes this can be

translated to an average error of around 0.01 kcal/
(mol · electron). Moreover, an error of 0.01 debye is an
acceptable level of accuracy for the computed magnitude of
the dipole moment. We will in this section limit our
presentation to cases which are representative and required
to demonstrate the observed properties of the CD-based
auxiliary basis sets. In particular, the trends of the one-center
type CD auxiliary basis sets are close to identical, and only
one representative, aCD, will be used to clarify the general
trends and quantify average and maximum errors.

First, in Figure 2 the results from a Full-CD using DFT/
B3LYP are visualized. A tighter threshold yields reduced
mean and maximum errors and reduced error spread. It is
clear that the three right most columns of the panels represent
an average error substantially better than the norm of
Eichkorn et al.2 The left-most column (note the different scale
of the abscissa) represents results on par or better than this
norm. For the different AO basis sets we only note a
significant difference in accuracy for the largest thresholds.
From these results, we conclude that a CD threshold of 10-3

in association with Full-CD can be used but that a prudent
user may wish to adopt a threshold one order of magnitude
tighter.

Second, in Figure 3 the aCD auxiliary basis set accuracy
for DFT/B3LYP is visualized. We observe that no significant
improvement is achieved for thresholds below 10-5, regard-
less of basis set. For high-quality AO basis sets, however, a
substantially better accuracy is observed compared to lower-
quality AO sets at the same decomposition threshold.
Comparing to the Full-CD results of Figure 2, we see that
the maximum error is a bit larger for aCD. We also note

Table 1. Average Ratio of Auxiliary to AO Basis Functions
for Each CD Method for Set I

basis set τ Full-CD 1C-CD aCD/acCD

6-31G**:
10-3 3.6 3.4 3.7
10-4 4.9 4.1 4.2
10-5 6.3 4.4 4.5
10-6 8.0 5.0 5.0

cc-pVDZ:
10-3 3.3 3.3 4.0
10-4 4.8 4.3 4.3
10-5 6.2 4.6 4.6
10-6 7.6 5.0 5.0

cc-pVQZ:
10-3 3.8 3.8 7.0
10-4 4.6 4.6 7.3
10-5 5.7 5.5 8.1
10-6 7.2 6.5 9.1

ANO-L-VDZP:
10-3 3.5 3.5 5.0
10-4 4.5 4.1 5.1
10-5 5.6 4.5 5.3
10-6 7.2 5.1 5.4

ANO-L-VQZP:
10-3 3.7 3.7 8.1
10-4 4.7 4.6 8.4
10-5 6.0 5.8 9.3
10-6 7.5 6.9 10.6

Figure 8. The aCD mean absolute energy errors (kcal/(mol ·electron)) as a function of the decomposition threshold for Set III.
Each row of panels shows a specific quantum chemical method. Solid lines show the results if all angular momentum components
of the auxiliary basis set are included and dashed lines if some are ignored, as described in the text.
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that for the larger thresholds, the error spread is more narrow
for aCD than for Full-CD.

To conclude this section, Figure 4 shows a representation
of the statistics for calculations of the magnitude of the dipole
moments with Full-CD at the DFT/B3LYP level of theory.
Clearly, for a threshold of 10-4 or below an accuracy up to
the standard is achieved.

3.3. Assessment for Small Transition Metal Complexes.
The purpose of the calculations on Set II is to establish that
the CD-based auxiliary basis sets are valid for a wider range
of atoms than those represented in Set I. This section will
therefore feature the same analysis as above with the purpose
of demonstrating that the important features hold also for
auxiliary basis sets generated from all-electron basis sets of
heavy elements. Results on the magnitude of the dipole
moments are collected in the Supporting Information. Figure
5 shows the mean absolute error versus the decomposition
threshold.

Again, an almost linear function (logarithmic scale) is
observed for Full-CD, while a saturation effect is observed
for the one-center type CD-based auxiliary basis sets. The
aCD and acCD accuracies are for all practical purposes
identical. All of these features are the same as for the
assessments of Set I, and it can be concluded that the CD-
based auxiliary basis sets can be employed in DF

approximations on systems with heavy elements without
any loss of relative accuracy as compared to lighter
elements.

From the Gaussian error distributions in Figure 6 (Full-
CD, DFT/B3LYP) and Figure 7 (aCD, DFT/B3LYP) we see
that the errors fall within the required norm for thresholds
of 10-4 or tighter. In the aCD case, thresholds as high as
10-3 might still be practical. The results are a strong
indication that the CD-based auxiliary basis sets are indeed
general and can be used both for transition metals and in
combination with a scalar relativistic Hamiltonian. It is
reasonable to expect that this conclusion holds for any
element of the periodic table.

3.4. Auxiliary Basis Set Size. It was noted above that
for the highest-quality AO basis sets the DF error is smaller
than one might expect from the value of the CD threshold.
On the other hand, for aCDs and acCDs this can also be
viewed as a downside of the approach: the aCD (or acCD)
procedure generates far too many auxiliary basis functions.
For efficiency purposes it is therefore mandatory to inves-
tigate the possibility of reducing the size of the aCD and
acCD auxiliary basis sets.

A way to measure the efficiency of an auxiliary basis set
is to look at the ratio between the number of auxiliary and
AO basis functions. Eichkorn et al.2 have in this context
established that a ratio of 3 or smaller should be achievable
in association with double-� quality basis sets. A somewhat
larger ratio was established for auxiliary basis sets optimized
for triple-� quality AO basis sets.4 These standards are
adopted here, too. However, it should be noted that while
the procedure of Eichkorn et al.2 yields an auxiliary basis
set specifically designed for the DF approximation of the
Coulomb potential in DFT, the aCD and acCD auxiliary basis
sets are unbiased toward any quantum chemical method, as
they correctly describe the AO ERIs within a certain
accuracy. Hence, it should not come as a surprise that the
corresponding CD-based auxiliary basis sets are somewhat
larger than the standard ones. In Table 1 auxiliary to AO
basis function ratios of Set I are shown for the different CD
approaches.

As expected, the ratio for CD-based auxiliary basis sets
with a threshold of 10-4 is about one-third larger than
the standard achieved by Eichkorn et al. However, for
the higher quality AO basis sets a substantially higher ratio
is observed. These differences can be rationalized as
follows. For elements of the first and second row of the
periodic table, Eichkorn et al.2 ad hoc eliminate the
g-functions from the auxiliary basis set. This choice is
based upon the knowledge of the typical structure of the
density or equivalent matrices which combine with the
ERIs in quantum chemical models. Obviously, the CD
procedures do not have access to this information and only
use the elimination of numerical linear dependence to
define the size of the auxiliary basis set.

Inspired by the procedure of Eichkorn et al.,2 we did as
follows. For double-, triple-, and quadruple-� AO basis sets
the full set of AO product functions was reduced before the
aCD procedure by eliminating the g-functions, the h- and
i-functions, and the i-, k-, and l-functions, respectively. The

Table 2. Average Ratio of Auxiliary to AO Basis Functions
for Set III When the Full Parent Product or the Reduced
Product Space Is Used to Derive the aCD Based Auxiliary
Basis Set

basis set τ full reduced

6-31G**:
10-3 3.7 3.0
10-4 4.1 3.2
10-5 4.3 3.5
10-6 4.8 4.0

cc-pVDZ:
10-3 3.9 2.9
10-4 4.2 3.3
10-5 4.5 3.7
10-6 4.8 3.9

cc-pVTZ:
10-3 5.4 3.1
10-4 5.5 3.7
10-5 6.1 4.4
10-6 6.6 5.1

cc-pVQZ:
10-3 6.8 4.0
10-4 7.1 4.6
10-5 8.0 4.9
10-6 8.9 5.3

ANO-L-VDZP:
10-3 4.8 3.7
10-4 4.9 3.8
10-5 5.0 3.9
10-6 5.2 4.1

ANO-L-VTZP:
10-3 7.1 4.9
10-4 7.5 5.5
10-5 7.8 5.8
10-6 8.3 6.4

ANO-L-VQZP:
10-3 7.8 4.9
10-4 8.1 5.2
10-5 9.1 5.7
10-6 10.1 6.6
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accuracies of these reduced auxiliary basis sets as compared
with auxiliary basis sets derived from the full product space
of Set III are exhibited in Figure 8.

The accuracy for higher thresholds is somewhat reduced
but still seems to lie within reasonable limits for a
decomposition threshold of 10-4, but we notice that the
convergence is lost for tighter CD thresholds. Hence, the
procedure should only be recommended for high threshold
calculations - achieving higher accuracy is associated with
a price to pay in the form of a larger auxiliary basis set.
It can be seen from Table 2 that when the accuracy of the
calculation permits the CD-based auxiliary basis set to
be reduced, the ratios of auxiliary to AO basis functions
are in parity with those of Eichkorn et al.2 This is indeed
remarkable considering that the CD-based auxiliary basis
sets are nonmethod specific. However, it should still be
noted that even the smallest CD-based sets, the acCD
auxiliary basis sets, are larger than the standard auxiliary
basis sets in terms of the number of primitive basis
functions. Again, this is the price for having a nonmethod
specific auxiliary basis set.

4. Summary

The accuracy of the Full-CD, 1C-CD, aCD, and acCD
auxiliary basis sets has been investigated with respect to
the CD threshold. The tests have been performed on a
large array of molecules containing elements from the first
three rows of the periodic table and transition metals. The
analysis is based on the error in the total ground state
energy and the magnitude of the dipole moment. It is
confirmed that the CD approximations are unbiased and
form a hierarchy of approximations going from an
accuracy of standard auxiliary basis sets to that of a
conventional two-electron integral treatment. It is also
demonstrated that the CD approach to auxiliary basis set
generation is most accurate with AO basis sets of high
quality. The investigation shows that a CD threshold of
10-4 is a reasonable standard corresponding to an absolute
error of less than 0.01 kcal/(mol · electron), although a CD
threshold of 10-3 can in some cases produce results with
an acceptable accuracy. The CD-based auxiliary basis sets
are more computationally demanding than preoptimized
sets, as they contain more auxiliary functions. This is the
price to pay for an unbiased auxiliary basis set.
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Abstract: The properties of four finite-length bent and straight intramolecular junctions (IMJs)
connecting two armchair and zigzag single-walled carbon nanotube segments, viz. (3,3)-(6,0)
and (4,4)-(8,0), were investigated. Their structures were calculated using the density functional
theory (DFT) methods at the B3LYP/6-31G(d) level of theory. The results indicate that the bent
junctions are more stable than the straight ones due to the energetically favored defect structures.
Remarkable differences of the HOMO and LUMO orbitals appear between the straight and the
bent IMJs. The spin-unrestricted calculations at the same level of theory were also performed
to obtain the antiferromagnetic-type ground state, suggesting that the spin polarizations mainly
occur on the zigzag edge and the defect rings of the straight (4,4)-(8,0) IMJ and induce marked
changes of the electronic structures. Additionally, the energy band structures of the four junctions
with periodic boundary conditions were calculated based on DFT calculations using generalized
gradient approximation with the Perdew and Wang function. The calculated band gaps suggest
that the conductance of the straight IMJs is higher than the bent ones.

Introduction

Single-wall carbon nanotubes (SWCNTs) are formed by
rolling up a section of a single graphite sheet. Depending
on the orientation of the roll-up vector, the SWCNTs can
be metallic or semiconducting. Due to the extraordinary
electronic properties, many experimental and theoretical
studies have been carried out to investigate their potential
use in nanoscale devices. The research has also revealed that
the connections of SWCNTs with different diameter and
chirality into intramolecular junctions (IMJs)1,2 may be an
important step in the development of carbon based nano-
electronic devices, because these materials are able to
function as molecular diodes,3,4 rectifiers,5,6 electronic
switches,7,8 and so on. For the realization of nanometer-scale
electronic devices, an appropriate electrical conductivity is
required, which is directly related to the corresponding
geometrical and electronic structures. Therefore, studies on
the structures and electronic properties are important. The
IMJs are generally composed of two SWCNT segments,
jointed by pentagon and heptagon defects located at the
interface to maintain topological consequences. The cor-

responding properties vary with the features of the individual
segments and the amount and location of the defects at the
joint part. The stabilities of the IMJs of two zigzag nanotubes
and of two armchair segments have been investigated,
respectively, and the most stable structures were suggested
in these studies through analyzing the junctions connected
by different defects.9-11 In addition, the electronic properties
of IMJs formed by different chiral tubes have also been
studied theoretically,12-15 and experimentally.16,17 Particu-
larly, the effect of varying the length of a metal-semiconduc-
tor IMJ on the local density of states (LDOS) was calcu-
lated.11 In addition, for the hydrogen-terminated finite-length
SWCNTs, the existence of hydrogen passivated zigzag edges
has been reported to induce spin polarization on the zigzag
edges.18-21 It indicates that under the influence of an external
electric field, these systems may become half-metallic with
one spin channel and act as spin filters. Yet, the effect of
the defects on the geometry and electronic structure and the
effect of the hydrogen atoms on the spin polarization for
the IMJs when joining a metallic tube to a metallic or a
semiconducting tube are still fuzzy.

In this paper, the structures and band properties of the IMJs
connected from armchair and zigzag nanotubes, (3,3)-(6,0)* Corresponding author e-mail: wscai@nankai.edu.cn.
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and (4,4)-(8,0) were investigated, respectively. Generally, all
armchair and zigzag (n,0) (where n is a multiple of 3)
SWCNTs are metallic. Therefore, the IMJs discussed here
are considered to be a metallic-metallic and a metallic-
semiconducting junction. To examine the effect of the
defects, straight- and bent-shaped structures for each junction
were constructed and subsequently optimized using the
B3LYP/6-31G(d) method. Their stability and frontier mo-
lecular orbitals were compared. For investigation of the
possible spin polarization, the calculations with the spin-
unrestricted approach were also carried out. Imposing the
periodic boundary conditions to the IMJ structures, their
corresponding band structures were explored by means of
the generalized gradient approximation (GGA) with the
Perdew and Wang function (PW91). The value of the band
gap may help us to understand the conductivity of these IMJs,
which is important for the future application of nanoscale
electric devices.

Computational Methods

In the IMJs of (3,3)-(6,0) and (4,4)-(8,0), the corresponding
two component segments in one junction have the similar
diameter (4.38 ( 0.31 Å and 5.86 ( 0.44 Å). Various shaped
IMJs can be formed when connecting the two segments by
different position and amount of five- and seven-membered
rings. In this contribution, only two typical structures, viz.
bent and straight junctions, are taken into account.

The bent structures include only one pentagon and one
heptagon located on the opposite position of the tube
circumference. In the straight structures, the pentagons and
heptagons are alternately placed on the mismatching region.
According to the shape of IMJs, the bent and straight IMJs
are denoted as L and I type, and four IMJs are then
distinguished as L(3,3)-(6,0), I(3,3)-(6,0), L(4,4)-(8,0), and
I(4,4)-(8,0), respectively, as depicted in Figure 1.

All the initially constructed structures of IMJs were
optimized based on the tight binding potential for carbon.
The dangling bonds at the two open ends were then saturated
by hydrogen atoms in order to simulate finite nanotubes. In
order to reduce the influence of the terminated hydrogen
atoms on the junction region, more than three layers of
carbon rings in each segment were modeled. These structures
were used as starting points for the further optimization at
the B3LYP/6-31G(d) theoretical level using the Gaussian 03
program packages.22 The relative stabilities and geometric
properties of IMJs were analyzed based on this level of
theory.

Due to the previous reports that spin polarization may arise
from the existence of hydrogen passivated zigzag SWCNT
and local structural defects,18-21 the unrestricted B3LYP
(UB3LYP) approach with the 6-31G(d) basis set was also
applied to optimize the four finite-length IMJs. Since the
previous studies20,21 show that antiferromagnetic ordering
is energetically favored compared to the higher spin multi-
plicity state, only the antiferromagnetic-type spin is calculated
in this contribution. In order to obtain the antiferromagnetic-
type ground state, the symmetry of the initial guess was
destroyed using the Guess)(Always, Mix) keyword in the
corresponding Gaussian calculations.

Moreover, to eliminate the influence of terminated hydro-
gen and calculate the band structures, the infinite-length IMJs
were built by periodically repeating the unit cell along the z
axis, as seen in Figure 2. Each unit cell consisted of two
junction parts separated by four carbon rings to avoid the
influence between each other. In the z direction, the length
of the cell was adjusted to make the bond lengths between
the atoms located in the adjacent unit cells reasonable, so
that a perfect infinite-length IMJs can be obtained. In
addition, in the x and y direction, a large lattice constant (35
Å for the bent and 30 Å for the straight) was applied to
prevent a significant interaction between the tubes. The
optimizations of the unit cells and the calculations of the
band structures were performed using the Dmol3 package,23,24

which has been successfully applied to study electronic
properties of carbon nanotubes.25-27 All-electron calculations
were performed with the double numerical basis set and the
GGA method with PW91 function. The employed conver-
gence criteria for structural optimizations are 1 × 10-4

Hartree and 0.05 eV/Å for the energy and maximum
displacement, respectively. Eleven Monkhorst-Pack k-points
for the Brillouin zone integration along the z axis were used.

Results and Discussions

Relative Stability. The calculation results of the four IMJs
in Figure 1 using the B3LYP/6-31G(d) method are given in

Figure 1. Optimized structures of IMJs at the B3LYP/6-
31G(d) theoretical level. The pentagon and heptagon rings
at the joint part are visualized in black.

Figure 2. Schematic diagram of the unit cells used to
construct the infinite-length IMJs.
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Table 1. Since L(3,3)-(6,0) and I(3,3)-(6,0) possess the same
number of atoms (C114H12), the relative stability can be
deduced directly from their total energies, suggesting that
L(3,3)-(6,0) is more stable than I(3,3)-(6,0). This method,
however, is not suitable for comparison of L(4,4)-(8,0)
(C156H16) and I(4,4)-(8,0) (C152H16), because of the different
number of carbon atoms. Here, an alternative method was
used to subtract the energy of four carbon atoms far from
the defect region, which may be regarded as the atoms in
the corresponding pristine tubes. To estimate the average
energy of each carbon atom in the pristine (4,4) and (8,0)
tubes, the energy of the same tube but with different lengths
was computed, respectively. The average energy can then
be obtained by the energy difference divided by the differ-
ence of the atomic numbers. To compare L(4,4)-(8,0) and
I(4,4)-(8,0) with the same number of atoms, the energy of
the former with 152 carbon atoms was calculated by
subtracting the energy of two carbon atoms of the (4,4) tube
and two of the (8,0) tubes from the original energy of L(4,4)-
(8,0) with 156 carbon atoms. The computation result is
marked with an asterisk in Table 1, showing that the energy
of L(4,4)-(8,0) is lower than the corresponding I-IMJ,
identical to the comparison result of two (3,3)-(6,0) IMJs.

Geometric Structures. The geometric structures of four
IMJs are analyzed to explore the differences between L- and
I-IMJs resulting from the different defect distribution. The
results show that to accommodate the continuing lattice
between two segments, the defect rings and their surrounding
hexagons all have some distortions. Especially, remarkable
differences are found to exist between heptagons in the
different junctions. Therefore, the structures of heptagons
are discussed. To coarsely estimate the distortion extent of
the heptagons, the bond length and the dihedral angle of the
heptagons were calculated and compared with a model
molecule 7-methylene-1,3,5-cycloheptatriene shown in Fig-
ure 3a, which is a planar molecule. The results are reported
in Table 2, wherein the definition of the labels involved is
given in Figure 3a,b. From Table 2, it can be seen that

compared to the model molecule the difference of the bond
length of the heptagon in the L-IMJs is smaller than in the
corresponding I-IMJs. The lengths of the seven bonds in the
latter tend to be averaged. The distortion of the heptagons
in the L-IMJs, however, is found to be more serious than in
the I-IMJs by measuring the dihedral angles R and �.
Apparently, although the distortion is an unfavorable factor
to the stability, the number of defects in the IMJs appears to
be more important, resulting in the lower energy of L-IMJs
than I-IMJs.

The Characteristic of the Frontier Molecular Orbital. To
compare the difference of the frontier molecular orbitals, the
spatial distribution of the frontier molecular orbitals and the
energy of the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO) were
calculated. The isocontour maps of HOMO and LUMO are
depictedinFigure4.TheorbitalenergyandtheHOMO-LUMO
gap (∆E) are listed in Table 1. From Figure 4, an apparent
difference of HOMO distribution between L(3,3)-(6,0) and
I(3,3)-(6,0) IMJs can be seen. The HOMO of the former is
mainly localized on the zigzag section, whereas the HOMO
of the latter is localized on the armchair section. The similar
phenomenon of localization can also be found in the HOMO
orbitals of L(4,4)-(8,0) and I(4,4)-(8,0), but the highest
density of HOMO in I(4,4)-(8,0) appears at the zigzag edge.
The uneven distribution in one junction can be ascribed to
the asymmetry of the structures caused by the defects as well
as different chirality, and the difference between L- and

Table 1. Results of the Four IMJs at the B3LYP/6-31G(d)
Levela

molecule energy HOMO LUMO ∆E

L(3,3)-(6,0) C114H12 -4350.549 -0.152 -0.120 0.032
I(3,3)-(6,0) C114H12 -4350.496 -0.152 -0.133 0.019
L(4,4)-(8,0) C156H16 -5954.204 -0.148 -0.134 0.014

C152H16 -5801.732*
I(4,4)-(8,0) C152H16 -5801.670 -0.142 -0.135 0.007

a ∆E is the HOMO-LUMO energy gap. All the energies are in
units of Hartree. The value marked with the asterisk is calculated
by the energy of C156H16 subtracting the energy of four carbon
atoms.

Figure 3. (a) 7-Methylene-1,3,5-cycloheptatriene used as a
model molecule. (b) Schematic diagram of heptagon defects
in the IMJs. The labels are used to define the bonds and
dihedral angles in Table 2.

Table 2. Distances (Å) and Dihedral Angles (°) of the
Heptagon Defects in the Optimized IMJsa

a b c d R �

L(3,3)-(6,0) 1.49 1.40 1.47 1.43 47.5 42.7
I(3,3)-(6,0) 1.44 1.43 1.44 1.42 11.0 32.2
L(4,4)-(8,0) 1.46 1.42 1.47 1.43 30.1 37.3
I(4,4)-(8,0) 1.43 1.44 1.43 1.43 7.0 26.5
7-methylene-

1,3,5-cycloheptatriene
1.47 1.36 1.45 1.36 0 0

a See Figure 3 for the definitions of the labels a-d, R, and �.

Figure 4. Comparison of the HOMO and LUMO orbitals (an
isovalue of 0.01 au) of the L- and I-IMJs at the B3LYP/6-
31G(d) level.
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I-IMJs can be related to the different distribution of the
defects. On the other hand, for the distribution of LUMO
orbitals, differences only appear to exist between L(4,4)-
(8,0) and I(4,4)-(8,0).

From the HOMO-LUMO energy gap ∆E reported in
Table 1, the ∆E of L-IMJs is higher than that of the
corresponding I-IMJs, indicating that the bent junctions are
more stable than the straight ones, identical to the result
obtained from the analysis of the total energy. Among the
four IMJs, I(4,4)-(8,0) possesses the lowest energy gap,
which is also reflected from the similar spatial distribution
of its HOMO and LUMO shown in Figure 4.

Spin Polarization. To investigate the possible antiferro-
magnetic-type spin polarization which will probably change
the electronic character of the studied systems, the calcula-
tions with the spin-unrestricted approach were carried out.
For comparison, the hydrogen-terminated finite-length (6,0)
and (8,0) zigzag and (3,3) and (4,4) armchair SWCNTs were
also calculated using the same approach. The length of the
nanotube, which is defined according to the number of carbon
atoms along the tube axis, is selected to be 3.

Among the studied SWCNTs only the (6,0) and (8,0)
zigzag nanotubes are found to possess a spin-polarized
ground state. Nevertheless, the spin polarization phenomenon
has not been observed in I(3,3)-(6,0) and L(3,3)-(6,0)
junctions. According to the previous report21 that spin
polarization only appears at the end of the finite-length (n,0)
SWCNTs when n is greater than 6; therefore, it is reasonable
to conjecture that only very short (6,0) CNTs present the
spin-polarized state. To gain further insight into the effect
of size on spin polarization, another two (6,0) and (8,0) tubes
with the length of 5, same as the length of the zigzag
segments in the studied junctions, were also calculated. The
results show that the spin polarization only occurred in the
zigzag edges of (8,0) SWCNT. As shown in Figure 5, at
each side of (6,0) nanotube, the density of R- and �-spin
electrons is identical; in sharp contrast, one zigzag edge of
the (8,0) segment has a high density of R-spin electrons,
while the other edge is rich in �-spin electrons. Moreover,
the high-density R- and �-spin LUMO and HOMO orbitals

appear on the different sides of the (8,0) nanotube, whereas
no difference is observed between the corresponding R- and
�-spin orbitals of the (6,0) nanotube. Therefore, the depen-
dence on the diameter and length may result in no spin-
polarized ground states in (3,3)-(6,0) junctions, in which the
length of the (6,0) segment is 5.

In contrast, both I(4,4)-(8,0) and L(4,4)-(8,0) present a spin
polarization ground state. The spin density and the R- and
�-spin LUMO and HOMO orbitals are depicted in Figure 6
for I(4,4)-(8,0) and in Figure 7 for L(4,4)-(8,0). In Figure 6,
a high density of �-spin electrons is found to appear at the
zigzag edge of the junction, while the R-spin electrons are
mainly populated around the defect rings at the joint part.
Moreover, in the entire armchair segment, the density of
R-spin electrons is higher relative to �-spin electrons. It may
indicate that the defects induce the spin polarization of the
armchair segment. The R-spin HOMO and LUMO orbitals
appear to be localized on the armchair segment of the
junction. The �-spin HOMO and LUMO orbitals are found
to be distributed on the zigzag and armchair segments,
respectively. Interestingly, in Figure 7, a local spin polariza-
tion in L(4,4)-(8,0) only appears in the radial direction of
the zigzag edge. Analysis of the HOMO and LUMO orbitals
suggests no marked differences between R- and �-spin states.

Apparently, compared with Figure 4, the effect of spin
polarization considerably changed the HOMO and LUMO
orbitals of the (4,4)-(8,0) junctions. Whereas no changes
occurred in the (3,3)-(6,0) junctions optimized using spin-
unrestricted method; therefore, the orbitals are not shown.

In addition, the energies of the four IMJs optimized using
the spin-unrestricted method are reported in Table 3. They

Figure 5. Spin density map of the (6,0) (up left panel) and
(8,0) SWCNTs (down left panel) with an isovalue of 0.004
au. Blue color for R-spin electrons, green color for �-spin
electrons. R- and �-spin HOMO and LUMO orbitals of (6,0)
(up) and (8,0) SWCNTs (down) with an isovalue of 0.02 au.

Figure 6. Spin density map of the I(4,4)-(8,0) junction (left
panel) with an isovalue of 0.004 au. Blue color for R-spin
electrons, green color for �-spin electrons. R- and �-spin
HOMO and LUMO orbitals with an isovalue of 0.01 au.

Figure 7. Spin density map of the L(4,4)-(8,0) junction (left
panel) with an isovalue of 0.004 au. Blue color for R-spin
electrons, green color for �-spin electrons. R- and �-spin
HOMO and LUMO orbitals with an isovalue of 0.01 au.
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are found to be lower than the corresponding energies using
the spin-restricted method at the same level of theory. The
preference for I(4,4)-(8,0) is particularly marked. It would
be apparent from the table that at variance with the (3,3)-
(6,0) IMJs, the spin-polarized HOMO-LUMO gap of the
(4,4)-(8,0) IMJs is larger than the corresponding gap in Table
1. These indicate that the spin-polarized states are more stable
than the closed shell states for the (4,4)-(8,0) junctions, in
which the straight one may be detectable in experiment, and
may present half-metallic behavior under the influence of
an external electric field.19-21 Moreover, the R-spin energy
gap of I(4,4)-(8,0) is found to be 0.25 eV higher than the
�-spin one. This phenomenon is different with the finite-
length zigzag nanotubes studied in ref 21, where all the R-
and �-spin energy gaps are degenerate in the absence of
electric field.

Band Structures of Infinite-Length IMJs. From the
above analysis, the existence of hydrogen and defects may
induce considerable changes of the electronic properties of
the finite-length IMJs studied here. To investigate the effect
of the defects on the band structures in the absence of
hydrogen atoms, the band structures of the infinite-length
IMJs illustrated in Figure 2 have been calculated using
periodic boundary conditions. For comparison purposes, the
calculations of the corresponding infinite-length pristine
SWCNTs have also been carried out. All the results are
shown in Figure 8. Comparison of the band structures of
the IMJs with the corresponding pristine tubes shows an
increase of energy belts near the Fermi energy in the IMJs,
which can be related to the defects in the mismatch region.
The energies provided by the defect rings or the charge
transfer between the different segments lead to the new states
near the Fermi energy level. Furthermore, compared to
I-IJMs, L-IJMs exhibit a somewhat larger band gap, in
accordance with the result of the HOMO-LUMO gap of
the finite-length IMJs. Band gap is related to the carrier
concentration, which is one of the factors of conductivity.
The higher band gaps may imply the possible lower
conductivity. Accordingly, our calculations show that the
straight junctions may have higher conductivity than the

corresponding bent ones. Additionally, from the values of
the band gaps shown in Figure 8e-h, the metallicity of the
four junctions discussed here appears to have no remarkable
dependence on the metallicity of the component segments.

Conclusions

Bent and straight metallic-metallic and metallic-semicon-
ducting IMJs originating from different defect distribution
were constructed and investigated. By analyzing the total
energies and the HOMO-LUMO energy gaps of the IMJ
structures optimized at the B3LYP/6-31G(d) theoretical level,
it has been found that the bent IMJs are more stable than
the corresponding straight ones. The spatial distribution of
HOMO and LUMO, which is related to the trend of electron
transfer, has also been calculated and compared, suggesting
a distinct difference between L- and I-IMJs. The spin-
polarization phenomenon was observed in the hydrogen-
terminated finite-length zigzag SWCNTs but did not occur
in the corresponding armchair SWCNTs, which is in agree-
ment with the previous studies. In this contribution, the
existence of hydrogen and defects is found to induce the
spin polarization in the studied junctions composed of an
armchair (4,4) and a zigzag (8,0) nanotube segment, par-
ticularly in the straight I(4,4)-(8,0). By analyzing the HOMO
and LUMO orbitals, the effect of spin polarization is found
to considerably change the electronic properties of the
junctions. The spin polarization of the IMJs, however, is
shown to be dependent on the diameter and length of the

Table 3. Results of the Four IMJs at the UB3LYP/
6-31G(d) Levela

molecule energy spin HOMO LUMO ∆E

L(3,3)-(6,0) C114H12 -4350.555(-0.006) R -0.152 -0.120 0.032
� -0.152 -0.120 0.032

I(3,3)-(6,0) C114H12 -4350.503(-0.007) R -0.152 -0.132 0.020
� -0.152 -0.132 0.020

L(4,4)-(8,0) C156H16 -5954.225(-0.021) R -0.155 -0.121 0.034
� -0.155 -0.121 0.034

I(4,4)-(8,0) C152H16 -5801.712(-0.042) R -0.152 -0.109 0.043
� -0.161 -0.127 0.034

a ∆E is the HOMO-LUMO energy gap. All the energies are in
units of Hartree. In Gaussian calculations, the Guess)(Always,
Mix) keyword was used, with zero total spin. However, we
encountered considerable convergence problems in optimization of
I(4,4)-(8,0). Our method to circumvent the problem was to first run
the calculation with the 3-21G basis set and then get the initial
geometry and guess for the 6-31G(d) basis set calculation from
the previous checkpoint file. In the latter calculation, the Guess)
(Read, Mix) keyword was used. The energy value in the brackets
is the difference between the energy in this table and the
corresponding energy in Table 1.

Figure 8. Band structures of the infinite-length pristine
SWCNT and the IMJs: (a) (3,3), metallic; (b) (6,0), metallic;
(c) (4,4), metallic; (d) (8,0), semiconducting, gap, 0.72 eV; (e)
L (3,3)-(6,0), gap, 0.32 eV; (f) I (3,3)-(6,0), gap, 0.10 eV; (g)
L (4,4)-(8,0), gap, 0.10 eV; and (h) I (4,4)-(8,0), gap, 0.00 eV.
The dashed line denotes the position of the Fermi level.
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zigzag segments. Furthermore, the spin-polarized ground
state for the I(4,4)-(8,0) IMJ is expected to be detectable.

The effect of the defects, in the absence of the hydrogen
atoms, on the band structures of the IMJs is also investigated.
The band structures of the infinite-length IMJs have been
calculated using periodic boundary conditions. Comparing
with the corresponding pristine SWCNTs, more energy states
appeared near the Fermi energy in the IMJs due to the
asymmetry caused by the defects in the junctions. Moreover,
different defect distributions can result in different band
structures to further the effect on the conductivity of the IMJs.
Our study shows that it may be possible to adjust the
electronic properties of an IMJ by constructing the structure
with a special defect distribution, which is important in
applications.
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Abstract: Basis set pairings for dual-basis calculations are presented for the aug-cc-pVXZ (X
) D, T, Q) series of basis sets. Fidelity with single-basis results is assessed at the second-
order Møller-Plesset perturbation theory (MP2) level within the resolution-of-the-identity (RI)
approximation, using the S22 set of noncovalent interactions and a series of electron affinities
from the G3 set. Root-mean-squared errors for the S22 set are 0.019 kcal mol-1 or lower, with
a maximum deviation of 0.44%, and errors in nuclear structures are 0.09% or lower. Cost savings
of 60-93% (RI-MP2 energies) and 50-88% (RI-MP2 gradients) are demonstrated. Spin-
component-scaled MP2 [SCS(MI)-MP2] scaling parameters are provided for the aug-cc-pVXZ
series, and dual-basis results are shown to be consistent without reoptimization of the single-
basis parameters. Explicit handling of linear dependence in the basis set projection scheme is
also provided. These dual-basis pairings will be helpful for accelerating accurate Hartree-Fock,
density functional theory (DFT), MP2 and scaled MP2, and so-called doubly hybrid DFT
calculations of intermolecular interactions (and other systems), where augmented basis sets
are physically important.

1. Introduction
Noncovalent interactions, encompassing π-π stacking and
dispersion forces, hydrogen-bonding, multipole-multipole
interactions, and combinations thereof, have proven to be
extremely difficult properties to quantitatively predict. Elec-
trostatics alone cannot account for the existence of most of
these phenomena, and thus, accurate electron correlation must
be included to describe them properly. Further complicating
matters, most wavefunction-based methods that properly
account for electron correlation are extremely sensitive to
the underlying atomic orbital (AO) basis.1 These basis sets
typically require functions with high angular momentum to
account for polarization within and between molecules, as
well as diffuse exponents to properly account for the long-
range nature of the interactions. This combination of accurate
electron correlation and large basis sets pushes the capability
frontiers of modern electronic structure theory and has limited
application to small prototype systems.

Density functional theory (DFT) within the Kohn-Sham
formalism2 has become the de facto method of choice for
many theoretical applications. By combining parametrized
electron correlation with a cost roughly equivalent to
Hartree-Fock (HF), DFT typically performs quite well for
thermochemistry3-7 and molecular structures.5-8 However,
DFT functionals employing the local density approximation
(LDA)9 do not account for the inherently nonlocal effect of
dispersion.10 Even gradient-corrected (GGA)11-16 functionals
are corrections to the local density and do not treat dispersion
forces properly. Empirical dispersion corrections (DFT-D)17-20

have recently gained favor and perform remarkably well for
interaction energies, sometimes approaching highly accurate
coupled-cluster results. Such terms are purely empirical,
however, and have their limitations, such as the neglect of
the response of the electron density to the C6 term. First-
principles nonlocal dispersion functionals are also under
development and show promise.21-24

Another successful method for interaction energies is
symmetry-adapted perturbation theory.25 By constructing the
interaction energy between two (or more) distinct subunits
directly, expensive computations on the entire system are
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unnecessary. Results are typically accurate, and a recent study
by Szalewicz26 demonstrated that, when combined with DFT
for the monomers’ energies and orbitals, SAPT-DFT27-32

could effectively and efficiently describe the entire potential
energy surface of the benzene dimer, a well-studied prototype
system33-39 known to require extremely accurate electron
correlation. These methods also allow for the decomposition
of interaction energies into contributions for electrostatics,
dispersion, etc., a key tool in determining the factors
controlling an interaction. These methods are also not without
their shortcomings, however. Applicability is somewhat
limited; assessment of conformational energy differences40

in polypeptides, proteins, or any system with intramolecular
bonding would not be feasible in the absence of distinct
subsytems. Furthermore, a description of chemistry (i.e.,
broken or changing bonds) is, as yet, undefined in these
models.

Thus, an ab initio description of electron correlation with
the supermolecule approach is still often necessary. The
simplest treatment of correlation is second-order Møller-
Plesset perturbation theory (MP2).41 Coupled with the
resolution-of-the-identity (RI) approximation,42-45 MP2
provides an accurate estimate (∼90%) of correlation energies
at a cost lower than the underlying self-consistent field (SCF)
for many systems of interest. Unfortunately, the same
practical shortcoming of all correlated methods also applies
to MP2 theory: correlation energies are slowly convergent
with respect to the underlying AO basis set.1 Finally, it
should be mentioned that scaling the spin components of
the MP2 energy46-53 has been demonstrated to give im-
proved accuracy, in a statistical sense, both for covalent bond/
reaction energies46,48-51 and intermolecular interactions.47,52,53

Unfortunately, significantly different scalings are required
for these two different classes of interactions. The applicabil-
ity of these methods in the current context will be discussed
in section 3.1.4.

An interesting, practical amalgam of ab initio and DFT
calculations has also recently emerged. So-called “doubly
hybrid” density functionals54-60 attempt to correct the poor
performance of local functionals for nonlocal properties by
including an orbital-dependent, MP2-type term, ideally
without overcounting electron correlation or sacrificing
accuracy in local properties. Several successful attempts at
these qualities have appeared. The most important property
of these methods in the present context, however, is that these
methods, owing to the wavefunction-like correction, are once
again strongly basis set dependent. They are, therefore, also
prime candidates to benefit from the basis set pairings
presented here.

The dual-basis (DB) method61-67 has proven to be an
accurate alternative to large basis set calculations and
provides computational savings of 90% in this regime. In
short, the DB scheme involves a standard, iterative SCF
calculation in a small subset of the larger, target basis. A
perturbative correction (amounting to an approximate Roothaan
step) is applied to capture basis set relaxation effects. This
scheme defines both DB-HF and DB-DFT. In addition,
subsequent correlation corrections could also be added; doing

so within the second-order perturbation theory framework
defines the DB-MP2 method that is the main focus of this
work.

The DB-RI-MP2 method can efficiently produce cor-
related-electron calculations approaching the AO basis set
limit. We have previously presented basis set pairings for
6-31G*,67 6-311++G(3df,3pd), cc-pVTZ, and cc-pVQZ.62

A practical need remains to provide pairings for the aug-
cc-pVXZ (X ) D,T,Q) series of Dunning-style basis
sets,68-70 commonly used for these noncovalent interactions
as well as anionic systems. These basis sets are well-suited
to cases where long-range interactions are present and where
significant “in-out” flexibility is required in the basis.
Frequently, augmented double-� results are of comparable
quality with the much more expensive nonaugmented
quadruple-� results for these systems; saturating the diffuse
space often leads to faster convergence than higher angular
momentum. Furthermore, the aug-cc-pV(D,T,Q)Z series is
well-suited to extrapolation schemes,71,72 with which results
may be obtained at the equivalent of one higher angular
momentum in the basis set, at essentially no cost. Dual-basis
subsets for these bases are constructed and tested herein on
several such systems. The main conclusion of this work is
that subsets exist that faithfully reproduce target basis
quantities, with cost savings equal to or greater than those
previously seen for more compact basis sets.

Worth mentioning is a complementary set of correlated
ab initio theories. The explicitly correlated methods, typically
termed MP2-R12 (or MP2-F12) methods73 in the context of
MP2 theory, exploit the fact that correlation energies
converge more slowly than SCF energies with respect to
basis set size. These methods are also, in a sense, dual-basis
methods; the correlation energies are computed in an
additional basis of product functions, which provide basis-
set-limit correlation energies. Recent efficient implementa-
tions with density fitting,74,75 local approximations,76,77 and
the RI approximation78-80 to the costly three- and four-
electron integrals are working toward making these methods
practical for large systems, and recent examinations of
computational cost are very encouraging. Our experience
indicates that double- or triple-� basis (where R12 energies
are often calculated) SCF energies are still not fully
converged with respect to basis set, indicated by the fact
that the dual-basis correction is nonzero. Therefore, the R12
idea is an exciting correlation counterpart of the dual-basis
idea, and future combination of the two methods would be
even more efficient than either one individually.

We also note that in Wolinski and Pulay’s demonstration
of DB-MP2,63 two truncations of the large aug-cc-pV5Z basis
were presented. While this work focuses on the more
pragmatic aug-cc-pV(D,T,Q)Z series, it is a testament to DB
methods that aug-cc-pV5Z calculations are attainable. After
discussing the design of our chosen basis set pairings, this
larger basis set’s truncation will be discussed in context.

2. Design of Basis Set Pairings

The dual-basis SCF (DB-SCF) method consists of a first-
order approximation to basis set relaxation effects and is
described in detail in refs 61 and 64 with available extensions
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to RI-MP262 and its analytic gradient.65 In short, an iterative
self-consistent field (SCF) calculation is performed to
convergence in a subset of the larger, target AO basis
set, symbolically represented as 〈target〉 r 〈small〉, as in
6-311G* r 6-311G. A single Fock matrix F is constructed
in the large basis and is subsequently diagonalized. The
resulting molecular orbital (MO) coefficients are then used
to form the DB energy correction to the SCF energy, as well
as the subsequent correlation calculation:

EMP2
dual ) (ESCF

small + ∆ESCF
target) + ∆EMP2

target (1)

where

∆ESCF
target ) Tr(∆P·F[P]) (2)

Here, ∆P ) P′ - P is the relaxation of the density matrix
upon diagonalization of the single large-basis Fock matrix,
F[P].

Savings are most significant when the smaller basis set is
a strict subset of the target basis because of integral screening
during the large Fock build, as well as during several steps
in the analytical gradient. Forming subsets with a sufficiently
small basis set ratio (small:target) that still preserve the high
accuracy for which these basis sets are intended is the central
design challenge.

The aug-cc-pVXZ series is not comprised of sequential
supersets; therefore, manual construction of viable subsets
is necessary, as was done for cc-pVTZ and cc-pVQZ.62 Much
like the target basis sets themselves, construction of the
subsets is inherently empirical but may be guided by
judicious chemical insight. Using these same tenets, we have
constructed the strongest feasible truncations to the aug-cc-
pVXZ series, with the lone restriction that DB results
faithfully reproduce full-basis results. Several truncations
were considered and tested for each target basis, and results
are presented in section 3.

Accurate calculation of properties of noncovalent systems
or anionic systems is typically the goal when utilizing these
very diffuse basis sets because differential basis set effects
(and differential electron correlation, which is strongly basis
set dependent) are often crucial. Accordingly, test sets of
these systems have been used to guide our empirical
construction of subsets. Specifically, we have used the
following two test sets for benchmarks:

• The S22 set81 of Jurecka et al. consists of 22 noncovalent
dimer systems, for which either accurate experimental or
coupled-cluster binding energies are known. The set consists
of 8 dispersion-dominated complexes, 7 hydrogen-bonding
complexes, and 7 complexes containing a mixture of these
two interactions. This set allows for the accurate parametri-
zation of subsets for both heavy and hydrogen atoms.

• A 25-molecule/atom subset of the G3 set82-84 is used
to calculate adiabatic electron affinities (EA). In both cases,
the resultant energy differences are highly sensitive to basis
set quality and provide stringent tests of our truncations. The
focus of this work is methodology for noncovalent systems.
As such, the results for the S22 set have guided our choice
of truncation schemes; results for the EA set using these
pairings are provided for completeness.

The energies of all systems were computed at the RI-MP2
and DB-RI-MP2 levels of theory, using fixed geometries.
In all cases, SCF calculations were converged to a DIIS85,86

error of at most 10-8 a.u., using integral thresholds of 10-12

a.u. For the RI calculations, the corresponding auxiliary basis
sets of Weigend87 were used. Linear dependence was handled
as described in Appendix A, using a drop tolerance of 10-6.
The frozen core approximation was used in all correlated
(RI-MP2) calculations.

The balanced structure of the aug-cc-pVXZ basis sets is
shown in Figure 1. Lessons learned from previous DB
truncations62,67 help guide the choice of subsets. In particular,
some polarization functions are required in the small basis
for quantitative agreement with target basis properties.67 The
new design challenge for the augmented basis sets is, thus,
choosing which diffuse functions may be discarded, as well
as the proper balance between polarization and diffuse
functions. All viable candidates for truncations of aug-cc-
pV(D,T)Z are given in the Supporting Information (SI) and
categorized according to the truncation level on heavy and
hydrogen atoms.

The qualitative standards we sought to satisfy are as
follows:

(1) The error caused by using the DB method should be
sufficiently less than the difference between basis sets
(i.e., between aug-cc-pVDZ and aug-cc-pVTZ).

(2) The accuracy should be balanced across anions,
dispersion complexes, and hydrogen-bonded complexes.

(3) The cost savings resulting from the truncation should
be on par with, or greater than, previous DB pairings
(∼90-95% for RI-MP2 energies).

Because of the cost and number of possible permutations,
the results for aug-cc-pVDZ and aug-cc-pVTZ were used to
guide seven possible truncations for the aug-cc-pVQZ basis,
also provided in the Supporting Information.

Figure 1. Structure of the aug-cc-pV(D,T,Q)Z series for first-
and second-row atoms. The most compact functions are listed
at the top of each set, and primed functions depict aug
(diffuse) functions. Underlined functions are those eliminated
in the truncated dual-aug-cc-pV(D,T,Q)Z series.

1562 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Steele et al.



3. Results

Optimal basis set pairing schemes are depicted in Figure 1.
Summarized results for the S22 and EA sets are shown in
Tables 1 and 2 for these pairings, along with pertinent basis
set size information. A full statistical analysis of these results
and the raw data are included in the Supporting Information
for all tested pairings. The results for each basis set (D,T,Q)
are here briefly discussed in turn.

3.1. Energies. 3.1.1. aug-cc-pVDZ. The aug-cc-pVDZ
basis68 has a relatively limited number of feasible truncation
schemes, but unlike 6-31G*,88-90 three sets of diffuse
functions are available for truncation. As the aug-cc-pVXZ

series is often considered overly diffuse,91 these diffuse
functions are viable candidates for elimination. The removal
of the diffuse d ′ functions (and p′ functions on hydrogen)
serves as a useful first attempt. Results for this pairing are
quite good, as root-mean-squared (rms) errors are only 0.085
kcal mol-1 for the S22 set and 0.109 kcal mol-1 for electron
affinities, relative to aug-cc-pVDZ results. The same errors
for a single-basis cc-pVDZ calculation are 2.629 and 29.654
kcal mol-1. Alternative elimination of the polarization
functions, while retaining the diffuse functions, leads to
significantly worse DB results (see Supporting Information).
Given that the cost of this second pairing is actually greater

Table 1. DB-RI-MP2 Basis Pairing Results for aug-cc-pV(D,T,Q)Z on the S22 Set81 a

basis relative to CH ratiob
non-CPc rmsd/

kcal mol-1
CP rms/

kcal mol-1

dual aug-cc-pVDZ r dual-aug-cc-pVDZ aug-cc-pVDZ 0.750 0.085 0.043
aug-cc-pVTZ r dual-aug-cc-pVTZ aug-cc-pVTZ 0.536 0.034 0.019
aug-cc-pVQZ r dual-aug-cc-pVQZ aug-cc-pVQZ 0.357 0.020 0.015

single cc-pVDZ aug-cc-pVDZ 2.629 2.151
cc-pVTZ aug-cc-pVTZ 0.740 0.821
aug-cc-pVDZ aug-cc-pVTZ 1.462 0.730
aug-cc-pVTZ aug-cc-pVQZ 0.756 0.269

basis relative to COS/CSS
e

non-CP rms/
kcal mol-1

CP rms/
kcal mol-1

dual aug-cc-pVDZ r dual-aug-cc-pVDZ CCSD(T)/CBS 3.76 1.20
aug-cc-pVTZ r dual-aug-cc-pVTZ 2.29 1.04
aug-cc-pVQZ r dual-aug-cc-pVQZ 1.57 1.10
aug-cc-pVDZ r dual-aug-cc-pVDZ 0.00/1.83 0.26
aug-cc-pVTZ r dual-aug-cc-pVTZ 0.22/1.52 0.26
aug-cc-pVQZ r dual-aug-cc-pVQZ 0.31/1.40 0.26

single cc-pVDZ CCSD(T)/CBS 1.88 2.49
cc-pVTZ 1.72 0.91
cc-pVQZ 1.46 0.90
aug-cc-pVDZ 3.73 1.19
aug-cc-pVTZ 2.29 1.06
aug-cc-pVQZ 1.57 1.11
aug-cc-pVDZ 0.00/1.83 0.26
aug-cc-pVTZ 0.22/1.52 0.26
aug-cc-pVQZ 0.31/1.40 0.26

a The results shown in the upper section are errors (kcal mol-1) relative to calculations in the basis shown in the second column, and
those shown in the lower section are errors (kcal mol-1) relative to complete basis set (CBS) estimates of coupled-cluster singles and
doubles with perturbative triples (CCSD(T)). b Basis set size ratio for a molecule containing an equal number of heavy and hydrogen atoms.
c rms ) Root mean squared deviation. d CP ) Counterpoise-corrected. e SCS(MI) scaling coefficients for same-spin (SS) and opposite-spin
(OS) components of the MP2 correlation energy, refit to aug-cc-pV(D,T,Q)Z data using the method of ref 52.

Table 2. DB-RI-MP2 Basis Pairing Results for aug-cc-pV(D,T,Q)Z on a 25-Molecule Electron Affinities Subset of the G3
Set82-84a

basis relative to rmsb/kcal mol-1

dual aug-cc-pVDZ r dual-aug-cc-pVDZ aug-cc-pVDZ 0.109
aug-cc-pVTZ r dual-aug-cc-pVTZ aug-cc-pVTZ 0.143
aug-cc-pVQZ r dual-aug-cc-pVQZ aug-cc-pVQZ 0.261
aug-cc-pVDZ r dual-aug-cc-pVDZ expt 6.256
aug-cc-pVTZ r dual-aug-cc-pVTZ expt 5.397
aug-cc-pVQZ r dual-aug-cc-pVQZ expt 5.549

single cc-pVDZ aug-cc-pVDZ 29.65
aug-cc-pVDZ aug-cc-pVQZ 3.907
aug-cc-pVTZ aug-cc-pVQZ 1.162
aug-cc-pVDZ expt 6.238
aug-cc-pVTZ expt 5.343
aug-cc-pVQZ expt 5.501

a Results are errors (kcal mol-1) relative to the method shown in the second column. b rms ) Root mean squared deviation.
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than the cost of the first, because of the inevitably larger
number of significant shell pairs in the small basis, this
pairing was eliminated. Once again, we find that retention
of at least some polarization is necessary for accurate
replication of target-basis properties. For completeness, a
more drastic truncation was constructed, in which the two
sets of diffuse functions of highest angular momentum were
eliminated. This pairing performs the worst of the three,
despite retention of polarization functions in the small basis.
The lone set of diffuse s′ functions on heavy atoms is not
sufficient to account for these diffuse properties; in this small
basis, even the aug functions serve the role of polarization
functions. These trends appear to be constant for heavy and
hydrogen atoms. No mixing of these pairing combinations
performs better. Thus, we suggest the first pairing for use
with aug-cc-pVDZ calculations, shown in Figure 1.

3.1.2. aug-cc-pVTZ. The scope for computational savings
without loss of accuracy is greater at the aug-cc-pVTZ level
and will be the main focus of our discussion. Using the
previous 4s3p2d truncation of cc-pVTZ as a guide, the most
logical extension was the additional elimination of the diffuse
f ′ functions. Errors are small for this pairing, only 0.015 kcal
mol-1 error for the S22 set. Three further truncations were
attempted by removing one set of d functions, all of which
lead to greater savings. Results for all of these pairings
demonstrate rms errors below 0.08 kcal mol-1 for the S22
interaction energies. While removal of the central d performs
nearly as well as the more costly f-only truncation, a more
cost-effective option is available. Removal of the diffuse d ′
function performs just as well on the S22 set and nearly four
times better for electron affinities. Thus, while augmentation
of the basis set is crucial for electron affinities, accurately
capturing polarization effects is also a necessary requirement.
This choice is also entirely consistent with the previous
nonaugmented cc-pVTZ truncation; for the augmented set
presented here, an additional diffuse function has simply been
removed.

A similar trend is observed for hydrogen, even in
hydrogen-bonded complexes. Thus, the 4s2p truncation is
the truncation of choice for aug-cc-pVTZ for hydrogen, in
which the diffuse p′ function was eliminated. In fact, in all
of the optimal sets chosen here, diffuse functions beyond s′
were found to be unnecessary for hydrogen.

For this pairing, errors are sufficiently small that dual-
basis calculations may serve as a viable replacement for full-
basis calculations of intermolecular interactions. CP-corrected
rms errors in the S22 set are 0.019 kcal mol-1 (max 0.042
kcal mol-1), an average absolute percent error of only 0.25%
(max 1.17%). They are also significantly below the errors
resulting from the use of aug-cc-pVDZ, one of the main
requirements of our truncations. For example, the same errors
from using single-basis aug-cc-pVDZ calculations are 0.730
kcal mol-1 (max 1.563 kcal mol-1) and 10.3% (max 19.6%).

The results for adiabatic EAs are also reasonable. The rms
error (relative to aug-cc-pVTZ) is 0.143 kcal mol-1. The
errors relative to experimental EAs for dual- and single-basis
calculations are 5.40 and 5.34 kcal mol-1, respectively. Even
aug-cc-pVQZ remains 5.50 kcal mol-1 from experimental
values, indicating that the greater influence in these errors

is the MP2 model itself, rather than basis set effects. In this
context and given the performance for S22, this pairing is
quite adequate.

3.1.3. aug-cc-pVQZ. As is the standard story with dual-
basis calculations, both savings and accuracy increase as the
target basis becomes more complete. The same is seen for
aug-cc-pVQZ here. Three main pairings were considered: a
conservative truncation of the two highest angular momentum
levels (2f/f′ and g/g′), a subsequent removal of diffuse
functions of the next lower angular momentum (d′), and a
final pairing in which one polarization and one diffuse
function were retained in the d level of heavy atoms and the
p level of hydrogen atoms. In the latter pairing, the “middle”
polarization function was retained. Other permutations of this
latter truncation could be performed, but given the expense
of these calculations, this balanced truncation seems ap-
propriate. Preliminary tests of more drastic truncations (not
shown) proved to be significantly worse.

The least aggressive pairing expectedly performs best, with
S22 rms errors of 0.013 kcal mol-1 (max 0.037). The
estimated SCF savings (see section 3.3) of 90% is already
significant, but further truncation is possible. Removal of
the next set of diffuse functions produces errors of only 0.015
kcal mol-1, with 93% savings. Thus, the sets of s′ and p′
diffuse functions are capable of capturing diffuse properties,
a fact consistent with the diffuse function scheme in Pople-
style basis sets.92 Alternatively, the last tested pairing
includes one set of d polarization functions (the middle of
the three) and one set of diffuse d′ functions. This set
accounts for the aforementioned in-out flexibility and retains
some diffuse character, with a CP-corrected rms error of only
0.016 kcal mol-1. However, as was discussed for aug-cc-
pVTZ above, a more cost-effective option is the second
choice, in which the three polarization functions are retained
and the d ′ diffuse function is eliminated. While this choice
leaves three, as opposed to two, d functions in the smaller
basis set, the diffuse d ′ function contributes more signifi-
cantly to the overall cost (a fact not accounted for in the
simple basis set scaling ratios). This choice is also more
consistent with the previously published cc-pVQZ truncation.
For hydrogen atoms, only s and p functions were required,
and only the diffuse s′ must be retained.

3.1.4. Spin-Component-Scaled MP2. To correct for defi-
ciencies in MP2 theory, such as overestimating dispersion
and poor treatment of atomization energies, Grimme46

introduced two empirical parameters to the MP2 model,
which separately scale the opposite-spin (singlet, OS) and
same-spin (triplet, SS) components of the correlation energy.
These methods have been termed spin component scaled
(SCS) methods. While several flavors of SCS have since been
introduced,48-50 DiStasio52 recently noted that the optimal
scaling of OS and SS components for noncovalent systems
is opposite the optimal relative scaling for thermochemical
properties. A basis set-dependent set of scaling parameters
was suggested for molecular interactions (MI) and termed
SCS(MI); the resulting methodology was recently shown to
perform the best among scaled MP2 methods for the uracil
dimer.93 Thus, a globally optimized set of empirical param-
eters appears not to exist, most likely because the empirical
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scaling is accounting for different decay properties of the
components of the correlation energy. For a well-defined
class of systems, however, such as the S22 set considered
here, this scaling is reasonable.

In Table 1, SCS(MI) results for single- and dual-basis
interaction energies are shown. The original set of scaling
parameters was optimized for the (nonaugmented) cc-
pV(D,T,Q)Z series of basis sets. We have thus performed
the same fitting of coefficients for the single-basis aug-cc-
pV(D,T,Q)Z series here; scaling coefficients for OS and SS
are also shown in Table 1. The optimal scaling parameters
are markedly basis set-dependent (ranging from complete
omission of OS components for aug-cc-pVDZ to cOS ) 0.31
for aug-cc-pVQZ), in contrast to Grimme’s original assertion
that SCS parameters are independent of basis set for
thermochemical properties. The errors, relative to complete-
basis-set (CBS) estimates of CCSD(T) binding energies,
however, are remarkably basis set-independent when scaled
appropriately. In fact, unscaled interaction energy errors also
appear to be roughly independent of basis set when CP-
corrected, as long as diffuse functions are included in the
basis. Nonaugmented cc-pVDZ, for example, performs
notably worse.47,52

Overall, SCS(MI) results are good for all basis sets
considered. The across-the-board rms error of 0.26
kcal mol-1, relative to CCSD(T), is a worthy improvement
over the 1.1-1.2 kcal mol-1 error seen for unscaled energies.
Importantly, dual-basis results are consistent with single-
basis results, using the same scaling parameters optimized
for single-basis energies.

3.2. Structures. Design of the pairings established above
utilized fixed-geometry binding energies as the metric of
interest. Structural optimization, however, is an important
component for these noncovalent complexes; the recently
developed DB-RI-MP2 analytical gradient65 provides an
efficient means for this additional comparison. For practical
reasons, an 11-molecule subset of the S22 set was tested,
which contains the systems with, at most, one aromatic ring.
Again using single-basis MP2/aug-cc-pVQZ results as the
benchmark of interest, the (mass-unweighted) center-to-
center distances of the 11 molecules were tabulated with the
aug-cc-pVXZ series and their DB counterparts. Such a metric
is not unique but most directly describes the intermonomer
aspect of the structural optimization. Nuclear geometries were
optimized to a maximum gradient component of 3 ×
10- 5 a.u. and either a displacement of 12 × 10- 5 a.u. or an
energy change of 1 × 10- 6 a.u., an order of magnitude
tighter than the Q-Chem94 default tolerances, since the
potential energy surfaces involved are relatively flat.

Summarized results are presented as rms errors in Figure
2. The first noteworthy trend is the sizable basis set
dependence of the structures. While intramolecular geom-
etries are often less basis set dependent, the intermonomer
spacing in these noncovalent complexes relies almost wholly
on differential electron correlation and is a stringent test of
the methodology presented here. The single-basis cc-pVDZ
results, for example, are in error by more than 0.1 Å.
Augmentation of the basis set reduces this error by better
than a factor of 2. In fact, aug-cc-pVDZ results are, on

average, more than a third better than (nonaugmented) cc-
pVTZ structures. Even cc-pVQZ produces structures that are
still 0.026 Å from structures of its augmented counterpart,
and again, the augmented basis set of one lower angular
momentum (aug-cc-pVTZ) outperforms the nonaugmented
basis.

The DB-RI-MP2 results, obtained significantly faster,
as discussed in the following section, are generally
consistent with the single-basis results that they were
designed to mimic. The rms errors for single- and dual-
basis aug-cc-pVDZ are 0.041 and 0.042 Å, respectively.
While the overall errors do not exactly reproduce aug-
cc-pVQZ results, this augmented double-� pairing is the
most likely basis set to be utilized for structural optimiza-
tions. The excellent fidelity of the DB results with target-
basis quantities indicates that this pairing is a viable means
for geometry optimizations. Results for DB aug-cc-pVTZ
and aug-cc-pVQZ each show further significant improve-
ments in accuracy, although the DB errors relative to the
target basis are larger than those for aug-cc-pVDZ. While
this observation is distinct from previous results for
covalently bound systems,62,64 it may also be expected
from the progressively more aggressive truncation schemes
presented herein. Note that the DB error is roughly
consistent, however, with the previously published cc-
pVQZ pairing. Furthermore, while the DB errors seen here
are larger than those demonstrated for covalent systems,
the intermonomer spacings (ranging from 1.6 to 3.7 Å)
are also significantly larger than typical intramolecular
bonds. The largest DB error (aug-cc-pVQZ), for example,
is still within an average unsigned error of 0.085% of
target-basis separations and is significantly less than
the intrinsic error resulting from using aug-cc-pVTZ
(0.464%).

The interaction energies of these optimized complexes are
presented in the lower panel of Figure 2. Again, strong basis
set dependence is demonstrated. The effect of basis set
augmentation is less pronounced than in the structures but
is still significant. Consistency between single- and dual-
basis results is demonstrated, with differential errors in the
augmented pairings of 0.03 kcal mol-1 or less.

3.3. Timings. Representative nuclear force timings are
presented in Figure 3. All timings were performed on a single
2 GHz Opteron processor, using the same calculation
parameters described above. The timings in the figure are
broken down into constituent contributions.

For a molecule with an equal number of heavy and
hydrogen atoms, the basis set truncation ratio for the aug-
cc-pVDZ pairing is 0.750, leading to an estimated cost
savings of 60% in the SCF calculation (see ref 62 for cost
estimation formulas; 12 SCF cycles have been assumed
for estimation purposes). For single-point energies, this
savings is significant. For analytic SCF (Hartree-Fock
or density functional theory) gradients, this truncation
simply is not drastic enough to produce more than modest
savings (28%). Using the recently developed DB-RI-MP2
analytical gradient,65 however, we expect to see somewhat
more significant savings. While the savings are system
size-dependent, a simple timings comparison for the
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benzene dimer shows that total nuclear force savings are
indeed 50%. Interaction energy errors using aug-cc-pVDZ
are typically significant (though much improved over
nondiffuse basis sets, such as cc-pVDZ or 6-31G*),
relative to the basis set limit, but structures are often
accurate and may be the only currently viable option for
biologically relevant molecules.

Unlike the truncation for aug-cc-pVDZ, the estimated
timings for aug-cc-pVTZ SCF nuclear gradients show
significant promise. At the DB-SCF level, the basis
truncation ratio of 0.536 leads to a 65% savings in a total

nuclear force calculation. Thus, dual-basis aug-cc-pVTZ
geometry optimizations may be performed three times
faster than their single-basis counterparts. Further trunca-
tions may be feasible for geometry optimizations, but here
we choose to use energies as the benchmark of interest.
Additionally, savings in the DB-SCF gradient are some-
what tempered by the need to solve a response (z-vector)95

equation. For the DB-RI-MP2 gradient, the response
equation is already present in single-basis calculations,
and the dual-basis savings should be more significant.
With benzene dimer, for example, DB-RI-MP2 nuclear

Figure 2. Statistical summary of DB-RI-MP2 performance on an 11-molecule subset of the S22 set. Shown are rms errors in
optimized center-to-center distances (top), as well as errors in non-counterpoise-corrected interaction energies (bottom) on
these optimized structures. Both panels utilize MP2/aug-cc-pVQZ results as reference numbers and present single- and dual-
basis errors.
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force timings show a 71% savings. In fact, the total DB-
RI-MP2 nuclear force calculation was 25% faster than
the SCF alone in the comparative single-basis calcula-
tion!

For aug-cc-pVQZ, an estimated 93% reduction in SCF cost
is anticipated. Further extension to DB-RI-MP2 nuclear
gradients, still admittedly prohibitive for many systems,
exhibit noteworthy savings. For the benzene dimer, an 88%
reduction in nuclear force timings is observed, reducing a
single nuclear force calculation from nearly two weeks to
two days.

4. Discussion

The results of this brief analysis indicate that DB pairings
for augmented Dunning-style basis sets are quite viable.
Accuracy closely approaches the results of target basis
quantities, at savings of 60-93%. Further analysis indicates
that basis set superposition error,96 an unfortunate artifact
of finite-basis calculations, particularly in noncovalent
interactions, is slightly larger in DB calculations, but
counterpoise-corrected results are just as accurate (see
Supporting Information). Performance on noncovalent com-

Figure 3. Nuclear force calculation timings for the benzene dimer. Shown are constituent contributions to the nuclear force for
single- and dual-basis aug-cc-pV(D,T,Q)Z. Note the vastly different scales.
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plexes is superior to performance for electron affinities (in
terms of absolute error), and this latter area does expose one
limitation of DB methods, within this choice of basis set
pairings. However, since anionic and open-shell complexes
are, admittedly, a difficult class of systems for MP2 any-
way,97 these errors are tolerable.

Given the above results, the aug-cc-pV5Z truncation of
Wolinski and Pulay63 appears reasonable. The original
7s6p5d4f3g2h basis is truncated to 7s6p4d3f in their best
pairing. Based upon our findings for aug-cc-pVQZ, this
pairing most likely could be truncated further, either by
elimination of all but the central f function or by elimination
of the f functions altogether. Without empirical testing on
our part, however, we recommend their original truncation
for this extremely large basis set regime.

The SCS(MI) results are encouraging, in that the spin-
component scaling is transferrable to DB pairings. A critical
assessment of the basis set dependence in the S22 results,
however, must include the observations that (1) The CP-
corrected aug single-basis errors are essentially basis set
independent, and (2) the dual- and single-basis results are
independent of basis set after spin-component scaling. Both
raise the question of why to use these larger basis sets at
all. Several justifications exist. First, non-CP results are
significantly more basis set dependent, as was shown in
Figure 2. The CP correction is only viable for well-defined
monomeric units. Intramolecular interactions in biological
systems would necessarily suffer the much larger basis set
dependence seen in the non-CP column of Table 1. Second,
the better performance of medium-sized basis sets is solely
caused by error cancellation, where the overestimate of
dispersion interactions inherent to MP2 is canceled by basis
set incompleteness effects. This error cancellation will not
necessarily hold across the entire potential energy surface,
where dispersion contributions are variable. And finally,
noncovalent systems are often coupled with chemical
systems, for example, enzymatic reactions, where larger basis
sets more strongly influence thermochemistry. A balanced
description of both properties is essential in this class of
systems, and large basis sets are still required.

5. Conclusions

An accurate description of noncovalent interactions requires
the use of correlated-electron methodologies and large basis
sets. This pair of requirements, however, comes with a steep
computational cost. The above work has shown that dual-
basis MP2 is a viable alternative to single-basis calculations
for noncovalent interactions. Optimal basis set pairings for
the aug-cc-pV(D,T,Q)Z series were constructed, and, despite
relatively aggressive basis truncations, errors for the S22 set
are on the order of hundredths of a kcal mol-1, a necessary
requirement for a class of systems displaying small energy
differences. Because of the ability to truncate the overly
complete diffuse space of the augmented Dunning basis sets,
computational time savings are significant for all three basis
sets considered, and savings grow with the size of the basis.
Since correlated-electron calculations converge slowly with
respect to basis set size, these results allow for the accurate

calculation of nearly complete basis set properties at
significantly reduced cost.

While our assessment of both accuracy and computational
savings are performed for dual-basis RI-MP2 calculations,
we expect that these augmented dual basis sets will be useful
in a variety of other electronic structure methods, as well.
For instance, if calculations of intermolecular interactions
are performed using a density-functional method17-24,54,55,98,99

or post-Hartree-Fock method100-103 that includes dispersion
corrections, then large augmented basis sets are also impor-
tant. These DB methods will provide speedups that will be
greater than those reported here. Likewise, our conclusions
regarding computational savings in MP2 calculations directly
transfer to other methods which make second-order pertur-
bative corrections to DFT energies, such as the increasingly
popular “double-hybrid” functionals of Grimme.54,54-59

Calculations using double-hybrid methods converge similarly
with basis set size to MP2 itself. Finally, a natural synergism
exists between DB methods, which correct SCF energies,
and the emerging R12/F12 methods,73 which provide a dual,
two-particle basis for describing electron correlation effects.
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Appendix A: Linear Dependence

In a dual-basis calculation, a projection of the occupied
molecular orbital coefficients is required. The projection from
one atomic orbital basis set to its corresponding superset is
straightforward, but the presence of linear dependence in one
or both basis sets requires attention. This Appendix describes
these linear dependence possibilities and their associated
solutions. The following methods have been implemented
in Q-Chem.94

For reference, the following notational conventions are
used:

p, q, r, ... ) all molecular orbitals (MOs)
i, j, k, ... ) occupied MOs
a, b, c, ... ) virtual MOs
u, V, λ, ... ) atomic orbitals (AOs)

Unadorned indices represent small-basis quantities. Indices
bearing a tilde (µ̃) represent large-basis-only quantities (“new
functions”), while barred indices (µj) represent the full large-
basis space; that is, {µ}x{µ̃} ) {µj}. The nonorthogonal AO
space may be transformed to an orthogonalized AO (OAO)
space by

|µ_〉 ) ∑
ν

|ν〉Xνµ_
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where underlined indices signify OAO functions. The
nonunitary transformation matrix X may be chosen as any
matrix that leaves the basis orthogonal; however, two forms
are most commonly used.104 Symmetric orthogonalization
employs

X ) S-1 / 2

where the AO overlap matrix is defined as Sµν ) 〈µ|ν〉.
Canonical orthogonalization utilizes

X ) Us-1 / 2

where the unitary U matrix diagonalizes S, giving
USUT ) s.

If the chosen basis set is linearly dependent, symmetric
orthogonalization is not possible, since the S matrix becomes
singular and its inverse ill-defined. Canonical orthogonal-
ization is typically employed in this case, where the columns
of U are scaled by s-1/2. If any eigenvalue is below a chosen
numerical threshold, the column is instead eliminated, thus
reducing the number of OAOs by the number of linear
dependencies and removing the null space.

An MO |p〉 may, therefore, be expanded in the small-basis
AO space as

|p〉 ) ∑
µν

AO

∑
λ_

OAO

|µ〉Xµλ_Xλ_ν〈ν|p〉 (3)

) ∑
µ

Cµp|µ〉 (4)

Starting with this same MO, the large-basis analogue may
be constructed via projection

|pj〉 ) ∑
λσj

∑
µν

∑
γ_

∑
δ_

|λ̄〉X λ̄ δ_′ X δ_ σj′ 〈σ̄|µ〉Xµγ_
Xγ_ν〈ν|p〉 (5)

) ∑
λσ̄

∑
µ

∑
δ_

|λ̄〉Xλ̄ δ_ Xδ_σ̄Sσ̄µCµp (6)

where Sσjµ is the (rectangular) overlap matrix in the mixed
large-small space. (The primed X’s are simply a reminder
that different orthogonalization schemes could potentially be
used for the two basis sets.) An occupied MO coefficient in
the large space is thus constructed as

Cλ̄i ) ∑
σ̄

∑
µ

∑
δ_

Xλ̄ δ_Xδ_ σ̄Sσ̄µCµi (7)

In the absence of linear dependence, several simplifications
occur. Equation 3 becomes

|p〉 ) ∑
µν

AO

|µ〉Sµν
-1〈ν|p〉 (8)

and a projected large-basis occupied MO coefficient reduces
to

Cλ̄i ) ∑
σ̄

∑
µ

Sλ̄σ̄
-1Sσ̄µCµi (9)

This latter scheme properly handles a projection between
any two linearly independent basis sets (activated by the
BASISPROJTYPE)OVPROJECTION keywords in Q-
Chem). Importantly, when {µ} ⊂ {µj}, the only case

considered for our basis set truncations (for computational
efficiency reasons), the rectangular projection matrix

Tλ̄µ ) ∑
σ̄

Sλ̄σ̄
-1Sσ̄µ (10)

simply becomes a rectangular delta function matrix

Tλ̄µ ) δλ̄µ (11)

The large-space occupied coefficients are, therefore, identical
to the small-space occupied coefficients, with additional null
elements corresponding to new basis functions. The same is
true for the large-basis density matrix, defined as

Pµ̄ν̄ ) ∑
i

Cµ̄iCiν̄

The small-basis elements of P are identical to elements in
its small-basis analogue, p, with all other elements equal to
zero.

When two or more basis functions cause the basis to
become (numerically) linearly dependent, however, this
scheme requires revision. Standard routines to eliminate
linear dependence, such as canonical orthogonalization (or
equivalently, a “square” singular value decomposition),105

take linear combinations of the offending basis functions to
produce an orthonormal basis of reduced dimension. Several
issues make this choice tenuous for a dual-basis projection.

First, while canonical orthogonalization in eq 7 is quali-
tatively and numerically correct, it, by definition, mixes the
contribution of each AO to the large-basis MO coefficients.
Thus, the zero-structure in the resultant coefficients vanishes,
leaving the integral screening in the large basis ineffective.
The addition of an exactly linearly dependent function in
the large basis, for example, would produce an occupied MO
coefficient with two identical elements, both equal to half
of the corresponding element in the small basis.

The second (related) issue involves the large-basis density
matrix. When the aforementioned mixing occurs, the small-
basis elements of P also change. Thus, the reference energy
before projection, E[p], is no longer equal to the energy after
projection, E[P], and ambiguity arises in the definition of
the dual-basis energy.62

This X-dependent ambiguity also arises in a standard SCF
calculation and can even leave the SCF energy effectively
nonvariational. Consider, for example, a calculation of the
energy of a hydrogen atom, for which a single s function’s
exponent has been variationally optimized. If a second s
function causes linear dependence, the resultant “mixed”
s function will necessarily cause the energy to rise. While
this latter property is rare, the fact remains that the SCF
energy is dependent on X for linearly dependent basis sets.
The same is true for a dual-basis calculation, with the added
possibility that the same calculation may employ different
X.

We thus desire a projection matrix T that accomplishes
the following:

(1) The resultant large-basis occupied MO coefficients are
orthonormal.

(2) The resultant density matrix remains idempotent.
(3) The corresponding large-basis density matrix retains

its designed “zero structure”.

Pairings for Augmented Basis Sets J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1569



(4) The small-basis energy is unchanged by the projection
(E[p] ) E[P]) and is unambiguously defined.

The ansatz for T that we have chosen is simply the delta
function projector shown in eq 11, applied whether or not
linear dependencies exist. The large-basis occupied MO
coefficients are a strict superset of the small-basis coefficients
and are used to construct the large basis density matrix P.
Canonical orthogonalization is subsequently used for later
stages of the dual-basis SCF, such as the transformation to
an OAO basis prior to diagonalization of the large-basis Fock
matrix, F[P].

Such a choice satisfies the four criteria above, by defini-
tion. Additionally, the special cases unique to dual-basis
calculations are properly handled. For linear dependence
among functions residing in the small basis only, the delta
function projector preserves the mixing already used to
account for these dependencies in the small-basis SCF, while
producing properly orthonormal occupied MO coefficients.
The reference energy in a dual-basis calculation is thus
unambiguously defined. For linear dependence among large-
basis functions, canonical orthogonalization performs ad-
equately (X2S ) 1) but only for exact linear dependence.
The delta function projector produces null large-basis ele-
ments of the occupied MO coefficients for this case, even
for the more likely event of purely numerical linear
dependence. Finally, for the more complicated case of a new,
large-basis function becoming linearly dependent with a
small-basis function, we have some choice in the projection
matrix. Items 1 and 2 above impose two standard constraints
on our projection, whereas items 3 and 4 impose constraints
specific to dual-basis calculations, uniquely satisfied by the
delta function projector. This choice of projection also avoids
unnecessary complications in the analytic gradient of the
dual-basis energy.

While the reference energy is uniquely defined by T, the
dual-basis energy correction is still dependent on the choice
of X. For the H-atom “thought experiment” above, the dual-
basis correction will be nonzero (and dependent on the X
used in the orthogonalized Roothaan equations, for example).
However, this situation is identical to a standard SCF
calculation. Differences among orthogonalization routines
will be minimal, and the widespread use of canonical
orthogonalization should further minimize these small
discrepancies.

This delta function projector is easily implemented. Since
the AO ordering is not {small + large} but instead is atom-
ordered, a loop over elements of Sµνj is required to distinguish
between small and large basis functions. A value of 1.0 (to
within the job-specified precision) in a column of this
rectangular overlap matrix designates the column-index basis
function as a small-basis function. The remaining functions
are large-basis functions and correspond to null columns in
the projection matrix. The same projection scheme is used
for projections within the dual-basis analytic gradient.

One final caveat remains. The delta function projector is
the method of choice for subset constructions, as defined in
this paper. For 6-31G*r 6-4G calculations,67 in which the
small basis is a subset by primitiVes only, the original
projection scheme must be utilized. In practice, this fact is

not a limitation, as linear dependencies most likely will never
be problematic for these small basis sets. A case-dependent
switch in the projection code allows for either type to be
handled.
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Abstract: This work tests the capability of the electrostatically embedded many-body (EE-MB)
method to calculate accurate (relative to conventional calculations carried out at the same level
of electronic structure theory and with the same basis set) binding energies of mixed clusters
(as large as 9-mers) consisting of water, ammonia, sulfuric acid, and ammonium and bisulfate
ions. This work also investigates the dependence of the accuracy of the EE-MB approximation
on the type and origin of the charges used for electrostatically embedding these clusters. The
conclusions reached are that for all of the clusters and sets of embedding charges studied in
this work, the electrostatically embedded three-body (EE-3B) approximation is capable of
consistently yielding relative errors of less than 1% and an average relative absolute error of
only 0.3%, and that the performance of the EE-MB approximation does not depend strongly on
the specific set of embedding charges used. The electrostatically embedded pairwise approxima-
tion has errors about an order of magnitude larger than EE-3B. This study also explores the
question of why the accuracy of the EE-MB approximation shows such little dependence on the
types of embedding charges employed.

1. Introduction

To compute properties of a chemical system often requires
one to find a balance between computational cost and
accuracy. A variety of relatively low-cost classical mechani-
cal and semiempirical quantum mechanical methods allow
one to calculate the properties of large (hundreds to thousands
of atoms) systems quickly (sometimes within a fraction of a
second), but, without problematic parametrization against
experimental data, these methods are often incapable of
providing more than qualitative accuracy for properties
derived from a potential energy surface (PES). At the other
extreme, calculations based on the first principles of quantum
mechanics [such as coupled cluster1 (CC) or configuration
interaction2 (CI) theory] have been developed that in
principle could be carried to nearly arbitrary levels of
quantitative accuracy3 but that in practice may be used to
calculate the energies only of systems containing a few atoms
because of the methods’ high computational cost. Thus, much

effort has been expended in order to find a broadly applicable
method that can accurately calculate the energy of a large
system at a cost that would be reasonable for use in either
molecular dynamics (MD) or Monte Carlo (MC) simulations.
Fragment-based approaches4-13 are one class of methods that
attempt to accomplish this goal. These methods involve
breaking the large system into subsystems (which will be
called fragments) that are small enough to be treated at some
desired level of electronic structure theory. Often, an attempt
is made to polarize each fragment by representing the
“missing” fragments as point charges or continuous charge
density distributions, and the large system’s total energy is
then calculated as some linear combination of the fragments’
energies and sometimes of the energies of pairs and trimers
of the fragments as well.

The electrostatically embedded many-body (EE-MB)
method,13-17 which will be described in greater detail in
Section 2, is a relatively simple fragment-based method that
is computationally inexpensive because it does not involve
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the self-consistent determination of embedding point charges
or charge distributions. In the formal EE-MB approximation,
each fragment (or monomer), pair of fragments (dimer), and
sometimes group of three or more fragments (trimer or higher
oligomer), is embedded in a predetermined set of point
charges (called embedding charges or background charges)
that represents the fragments that are not explicitly included
in the electronic structure calculation of a given monomer,
dimer, or trimer. When tested on water clusters and on mixed
clusters of water and ammonia, the EE-MB approximation
showed itself to be a cost-effective way to accurately
calculate the total energy of a system of noncovalently
interacting molecules at virtually any desired level of
electronic structure theory.13-17 The present work continues
to explore the EE-MB approximation by looking at two
additional aspects of the EE-MB calculations, as described
in the next two paragraphs.

First, the present study applies the EE-MB approximation
to more complicated mixed systems than any on which it
has yet been tested; the largest clusters considered in this
article are formed from six water molecules, one ammonia
molecule, and two sulfuric acid molecules. Clusters of this
type were selected because these molecules are thought to
be the fundamental components of clusters formed during
the early stages of atmospheric nucleation processes.18 In
addition, these clusters test the EE-MB approximation’s
ability to predict accurate energies (compared to the “full”
quantum mechanical calculation by the same electronic
structure method) for systems involving both large and small
fragments (the large fragment being sulfuric acid with five
heavy atoms and the small fragments being water and
ammonia with only one heavy atom each) as well as ions or
charge transfer complexes because several of the configura-
tions considered in this article correspond to clusters of
ammonia, sulfuric acid, bisulfate ion, ammonium ion, and
water rather than clusters of only ammonia, sulfuric acid,
and water.

Second, the present study compares various ways to obtain
the embedding charges and tests how sensitively the accuracy
of the EE-MB approximation depends on the resulting sets
of embedding charges. Typically the sets of background
charges that represent the “missing” monomers are deter-
mined by performing some kind of population analysis or
charge analysis on the electron density matrices of the
isolated and optimized gas-phase monomers. Using these
predetermined sets of background charges has several
advantages relative to using charges that depend on the
configuration under consideration: (1) it lowers the cost of
the EE-MB calculation by precluding the need to perform
additional self-consistent field calculations to determine the
“best” background charges for each configuration, and (2)
it maintains the straightforward availability of analytic
gradients and Hessians (if they are already available for a
given method of electronic structure theory) by removing
the embedding charges’ dependence on the specific geometry
of the system. However, one might argue that using such an
inflexible set of embedding charges may not adequately
polarize each fragment and could potentially compromise
the accuracy of the EE-MB approximation. Therefore, in the

present study we also test some inexpensive ways to obtain
embedding charges that do depend on the specific geometry
of each system being studied, and we compare the EE-MB
results from those geometry-dependent (GD) charges with
those from the geometry-independent (GI) charges that would
be used in the formal EE-MB approximation. One should
note that the formal EE-MB approximation would be more
easily applied to dynamical simulations17 that require fast
calculations of PES gradients, but that either the formal EE-
MB approximation or one that uses geometry-dependent
background charges would be convenient for Monte Carlo
simulations, where the calculation of PES gradients is not
required.

The outline of the rest of this paper is as follows: Section
2 briefly reviews the theoretical underpinnings of the EE-
MB approximation, Section 3 describes the computational
methods used to perform the tests in this study and also gives
the details of how the various sets of background charges
were obtained, Section 4 presents the results and discusses
their significance, and Section 5 summarizes our conclusions.

2. Theory

The EE-MB approximation, like several other fragment-based
methods, is based on the many-body expansion of a system’s
total energy. Once a system has been fragmented into N
monomers, the many-body expansion expresses the system’s
total energy as a sum of the energetic contributions of the
one-body (i.e., individual monomer) interactions (V1), the
two-body interactions (V2), the three-body interactions (V3),
and so on up to the N-body term, as shown in eq 1.

E ) V1 + V2 + V3 + ... + VN (1)

If one denotes the energy of one of the monomers as
though it had the geometry it has in the cluster but were
alone in a vacuum as Ei (where i runs over the arbitrary labels
given to the monomers), the energy of dimer as Eij, and the
energy of a trimer as Eijk, then the first three terms on
the right-hand side of eq 1 are defined in eqs 2 through 4;
the definitions of the remaining terms can be inferred from
these equations.

V1 ) ∑
i)1

N

Ei (2)

V2 ) ∑
i<j

N

(Eij - Ei - Ej) (3)

V3 ) ∑
i<j<k

N

[Eijk - (Eij - Ei - Ej) - (Eik - Ei - Ek) -

(Ejk - Ej - Ek) - Ei - Ej - Ek] (4)

One could approximate the total energy of the system by
truncating eq 1 at some term VM with M less than N; this is
the many-body (MB) approximation of the system’s energy
given by

E ≈ V1 + V2 + V3 + ... + VM (5)

If one truncates eq 1 after M ) 2, one has made the two-
body (2B) or pairwise additive (PA) approximation. If one
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truncates eq 1 after M ) 3, one has made the three-body
(3B) approximation.

The same equations as above underlie the EE-MB
approximation, but the EE-MB approximation accounts
for some of the higher-body interactions in the lower-
order terms by calculating the monomer, dimer, trimer,
etc. energies (Ei, Eij, and Eijk) as though each monomer,
dimer, trimer, etc. were embedded in a field of point
charges located at the coordinates of the missing nuclei.
The surrounding point charges polarize or distort the
electronic orbitals of each monomer (or group of mono-
mers) so that they take on shapes and amplitudes that more
closely resemble those that they might have in the overall
system’s wave function or electron density. Some of the
specific methods by which such sets of embedding charges
could be obtained are described in Section 3.

3. Methods

3.1. Choices of Embedding Point Charges. The paper
that introduced the EE-MB approximation13 pointed out that
there are two major categories by which background charges
may be determined for use in an EE-MB calculation: The
first category, which yields what in this work we call the
geometry-dependent or GD charges, calculates the density
matrix corresponding to the wave function or the electron
density function of the entire system at a computationally
inexpensive level of electronic structure theory, such as the
semiempirical method AM1,19 and performs a charge
analysis (such as a Mulliken,20 Löwdin,21 or redistributed
Löwdin22 analysis) on that density matrix to calculate partial
charges located at the system’s atomic centers. The second
category, which yields what in this work we call the
geometry-independent or GI charges, calculates the optimized
density matrix of each type of monomer involved in the
system and performs a charge analysis on each of those
density matrices. The individual monomers can have their
density matrices optimized in either the gas phase or a liquid
solution phase. For example, if the system being studied were
a cluster of water molecules, one could optimize a water
molecule as though it were isolated in the gas phase or one
could use an implicit solvation model to mimic an aqueous
solution around the water molecule. The atom-centered
partial charges calculated from each individually optimized
density matrix are then used as the point charges representing
that type of monomer in the EE-MB calculation, regardless
of that monomer’s position or shape in the overall system.
The original (i.e., formal) EE-MB approximation calculates
GI charges from monomers optimized in the gas phase, but
we test the following three general types of point charges in
the present work: GD charges, GI charges from monomers
optimized in the gas phase, and GI charges from monomers
optimized in a solution phase. (One could imagine another
type of GD charge where charges are calculated for
monomers but at the geometry they have in the particular
configuration of the whole system that is under consideration,
but we will not consider this method).

3.2. Computational Methods. All EE-MB calculations
carried out in the present work were conducted using the

M06-2X23 density functional, which was chosen because it
performs better than other density functionals for noncovalent
interactions between molecules composed of main-group
elements.23 Three different basis sets were used to test the
overall accuracy of the EE-PA and the EE-3B approximation:
MG3S,24 cc-pV(T+d)Z+,25 and aug-cc-pV(T+d)Z.26

In order to calculate the geometry-dependent (GD) sets
of background charges, the AM1 wave function of each
configuration studied was calculated, and the following
methods of charge analysis were used on those wave
functions: Mulliken population analysis,20 Charge Model 1
(CM1A, where the A indicates that the version of CM1 used
was specifically parametrized to be used with AM1 wave
functions),27 Charge Model 2 (CM2),28 and Charge Model
3 (CM3).29,30 One should note that Mulliken charges are
Class II charges27 and at best give electrostatic properties
corresponding to an approximate level of theory with a finite
set of basis functions, whereas CMx (x ) 1A, 1P, 2, 3, 4, or
4M) charges are Class IV charges because they include
empirical parameters that map Class II charges (such as
Mulliken or Löwdin charges) to charges that more realisti-
cally reproduce experimental dipole moments. Following the
recommendation of Udier-Blagovicı̀ et al.,31 a final set of
GD charges has also been tested: these charges are simply
CM1A charges scaled by 1.14, and they are labeled
“CM1A*1.14” or “scaled CM1A” charges. The scaling is
designed to make the charges (although computed in the gas-
phase) more appropriate for liquid simulations.

Geometry-independent (GI) charges were obtained from
the density matrices of both gas-phase and liquid-phase
monomers. The optimized density matrices of gas-phase
monomers were used to calculate point charges according
to eight different methods of charge analysis: ChElPG,32

Merz-Singh-Kollman (MK),33,34 the MK method with the
additional constraint to reproduce dipole moments as well
as electrostatic potentials (ESP-Dipole; see the Gaussian 03
online manual35 for details), Natural Bond Orbital (NBO),36

CM1A, CM2, CM3, and CM4M.37,38 NBO can be consid-
ered to be a Class II charge model, but rather than calculating
charges from a density matrix expressed in terms of the
original basis set functions, NBO charges are calculated from
a density matrix expressed in terms of a set of functions that
adopt the “natural” shapes that a chemist would expect to
describe various types of chemical bonds. The ChElPG, ESP-
Dipole, and MK methods are quite similar to one another
and yield what are classified as Class III charges; these
charges are those that best reproduce the electrostatic
potential due to a system’s electron density distribution
function at various points in space around the system (which
is a gas-phase monomer for GI charge analysis). The
ChElPG, ESP-Dipole, MK, and NBO charges were deter-
mined from electron density functions computed by M06-
2X/cc-pV(T+d)Z+//M06-2X/cc-pV(T+d)Z+ (we adopt the
common notation W/X//Y/Z, where Y is the level of electronic
structure theory or density functional and Z is the basis set
with which the geometry of the system was optimized, and
where W is the level of electronic structure theory or density
functional and X is the basis set with which the electron
density and/or energy to be used in subsequent calculations
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was optimized). Because CM4M contains parameters that
depend on the density functional and basis set chosen and is
currently parametrized for a variety of double-� but not
triple-� quality basis sets, the CM4M charges were calculated
from the M06-2X/MIDI!//M06-2X/cc-pV(T+d)Z+ density
matrix (the MIDI!39 basis set is of double-� quality and was
designed specifically for the efficient calculation of accurate
geometries and partial charges). Charge Models 1, 2, and 3
were originally parametrized for semiempirical methods and
to obtain the geometry-independent CM1A, CM2, and CM3
charges we used the AM1//AM1 wave functions of the
isolated gas-phase monomers. The scaled CM1A charges
(CM1A*1.14) of the gas-phase monomers were also used
as GI background charges for EE-MB calculations.

Three sets of background charges were based on liquid-
phase monomers: these charges are denoted SM5.42/CM2,
SM8/CM4M, and SMD/CM4M. To describe the density
matrices used to obtain the charges, we adopt the following
notation: slVnt-SMx/W/X//slVnt-SMy/Y/Z, where W, X, Y, and
Z are as defined above and where SMy is the solvation model
applied to perform a liquid-phase geometry optimization of
the monomer, where SMx is the solvation model used to
obtain a liquid-phase optimized wave (or density) function
for subsequent charge analysis (for this study, x and y can
be 5.42, 8, or D) and where slVnt indicates the solvent in
which the monomer was theoretically immersed (for this
study, slVnt ) aq to signify that the calculation was
performed in an aqueous solution). For SM5.42/CM2
charges, CM2 charges were calculated from the aq-SM5.42/
AM1//AM1 monomer density matrices; that is, the monomer
geometries were optimized by AM1 in the gas phase, and
the wave functions were then optimized by AM1 in the
aqueous phase using Solvation Model 5.42. “SM8” and
“SMD” indicate Solvation Model 840 and Solvation Model
D,41 respectively. The SM8/CM4M charges are CM4M
charges calculated from the aq-SM8/M06-L/6-31G(d)//M06-
L/6-31G(d) monomer density matrices based on the M06-L
density functional42 with the 6-31G(d) basis,43,44 and the
SMD/CM4M charges are CM4M charges calculated from
the aq-SMD/M06-L/6-31G(d)//M06-L/6-31G(d) monomer
density matrices.

All geometries were optimized using the Minnesota
Gaussian Functional Module, version 3.0 (MN-GFM-v3.0),45

a locally modified version of the GAUSSIAN 0346 electronic
structure package, revision D.01. MN-GFM-v3.0 was also
used to perform the charge analyses for the ChElPG, ESP-
Dipole, MK, and NBO charges and to carry out single-point
energy calculations on the clusters and molecules involved
in this study. The Minnesota Gaussian Solvation Module,
version 2008 (MN-GSM-v.2008),47 a module for performing
solvation calculations in GAUSSIAN 03, revision D.01, was
used to compute the CM4M and SM8/CM4M charges. The
SMD/M06-L/6-31G(d)//M06-L/6-31G(d) wave function was
computed using the GESOL48 program (an external module
for GAUSSIAN 03), but the SMD/CM4M charges based on
this wave function were computed using MN-GSM-v.2008.
Calculations done on AM1 wave functions to find the
geometry-dependent and geometry-independent CM1A, CM2,
and CM3 charges as well as the geometry-independent

SM5.42/CM2 charges were performed using AMSOL-
version 7.1.49 All EE-MB calculations were executed using
MBPAC 2007-2,50 a program that calls GAUSSIAN 03 or
MN-GFM to perform electrostatically embedded many-body
calculations.

4. Results and Discussion

The first goal of this study was simply to test how well the
EE-PA and EE-3B approximations are able to reproduce the
energies of systems containing water, ammonia, and sulfuric
acid and/or their conjugate acids or bases calculated in the
conventional manner for a given model chemistry (for this
discussion, “model chemistry” or “method” implies a specific
combination of electronic structure theory level or density
functional with a specific basis set). To do this, the binding
energies of eight clusters, each composed of between three
and nine molecules, were calculated by M06-2X with three
different basis sets: MG3S, cc-pV(T+d)Z+, and aug-cc-
pV(T+d)Z.

The eight clusters considered in the first part of this work
and their names are shown in Figure 1. The smallest cluster,
called 1_H2O, contains one bisulfate ion, one ammonium
ion, and only one water molecule. Because the 1_H2O cluster

Figure 1. Eight clusters formed from water, ammonia, and
sulfuric acid (note that many of the clusters contain ammonium
and bisulfate ions rather than neutral ammonia and sulfuric
acid molecules). The 1_H2O and 2_H2O structures were
optimized at M06-2X/MG3S. The remaining structures were
taken from molecular dynamics simulations. The composition
of each cluster is as follows: (a) 1_H2O ) (HSO4

-)-
(NH4

+)(H2O), (b) 2_H2O ) (HSO4
-)(NH4

+)(H2O)2, (c) 1A )
1B ) 1C ) (H2SO4)(NH3)(H2O)6, and (d) 2A ) 2B ) 2C )
(H2SO4) (HSO4

-)(NH4
+)(H2O)6.
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contains only three molecules and because each molecule is
defined as a monomer for the EE-MB calculations done in
this study, only the EE-PA approximation is applied to this
cluster (the EE-3B approximation necessarily yields the same
result as the conventional calculation for the same method).
The next smallest cluster contains one bisulfate ion, one
ammonium ion, and two water molecules and is called the
2_H2O cluster. Clusters 1_H2O and 2_H2O are based on
structures shown in Figure 1 of ref 51; however, the precise
coordinates used for the single-point energy calculations
carried out in this study (which have been included in
Supporting Information) were the result of M06-2X/MG3S
geometry optimizations done on these two clusters. Six
clusters, three of which comprise six water molecules, one
ammonia molecule, and one sulfuric acid molecule and three
of which comprise six water-water molecules, one am-
monium ion, one bisulfate ion, and one sulfuric acid
molecule, were also studied. These configurations are called
1A, 1B, 1C, 2A, 2B, and 2C. They were generated during
an MD simulation;52 a “1” in the name indicates that one
sulfuric acid molecule was used in the starting configuration
of the simulation, and a “2” indicates that two sulfuric acid
molecules (one of which is in bisulfate form) were used in
the starting configuration of the simulation.

The binding energy (Ebind) of each of the clusters described
in the preceding paragraph was first calculated in the
conventional way with respect to the neutral gas-phase
monomers with geometries optimized by the M06-2X/MG3S
method. That is,

Ebind ) Ecluster - ∑ Emolecule (6)

where Ecluster is the M06-2X/basis//M06-2X/MG3S absolute
electronic energy of the cluster and Emolecule is the M06-2X/

basis//M06-2X/MG3S absolute energy of the neutral version
of each molecule from which the cluster is formed [basis )
MG3S, cc-pV(T+d)Z+, or aug-cc-pV(T+d)Z]. Table 1 lists
the binding energy of each cluster when calculated in the
conventional (or “full”) manner by each method and the
difference (or error) between the EE-PA calculation with
different sets of geometry-independent background charges
calculated according to the formal EE-MB prescription; that
is, the background charges were calculated from the opti-
mized gas-phase monomers. These full binding energies were
then used to test the truncated EE-MB expansions. Note that
although the binding energies are defined with respect to the
neutral versions of the monomers, in applying the EE
versions of eqs 1-4 the clusters were fragmented into both
neutral and ionic monomers and the background charges that
were used to represent the missing monomers were calculated
from the corresponding optimized gas-phase monomers,
which are both neutral and ionic.

Table 1 shows that the EE-MB approximation, and in
particular the EE-3B approximation, continues to yield
accurate results when compared to the conventional calcula-
tions when it is used to calculate the binding energies of
these more complicated clusters than others on which it has
so far been tested. The maximum absolute error for the EE-
PA calculations is 5.28 kcal/mol; this error occurs for
structure 2C, which has a large binding energy, and so it
corresponds to an error of only 8.4%. Furthermore, the
average relative absolute error over all eight configurations,
three basis sets, and five background charge sets for the EE-
PA approximation is only 3.0%. The maximum absolute error
for the EE-3B calculations (seven configurations) is a mere
0.41 kcal/mol, again for structure 2C, and it corresponds to
a relative absolute error of only 0.7%. The average relative

Table 1. Binding Energies (Ebind, kcal/mol) of Eight Clusters with M06-2X Density Functional and Three Basis Sets and the
Corresponding Errorsa (kcal/mol) from the EE-PA and EE-3B Calculations using Five Different Sets of
Geometry-Independent Background Charges

EE-PA errors EE-3B errors

basis system Ebind full ChElPG ESP-dipole MK NBO CM4M ChElPG ESP-dipole MK NBO CM4M

MG3S 1_H2O -30.50 -0.57 -0.62 -0.59 -0.12 -0.98
cc-pV(T+d)Z+ 1_H2O -29.69 -0.61 -0.65 -0.63 -0.17 -1.04
aug-cc-pV(T+d)Z 1_H2O -29.57 -0.34 -0.38 -0.36 -0.06 -0.66
MG3S 2_H2O -46.14 -1.36 -1.42 -1.36 -0.74 -1.87 0.06 0.06 0.06 0.02 0.06
cc-pV(T+d)Z+ 2_H2O -45.31 -1.43 -1.48 -1.43 -0.82 -1.96 0.03 0.04 0.03 -0.01 0.04
aug-cc-pV(T+d)Z 2_H2O -45.08 -1.16 -1.20 -1.16 -0.65 -1.56 0.03 0.04 0.03 0.00 0.01
MG3S 1A -52.23 1.11 1.17 1.06 0.04 2.19 0.17 0.17 0.17 0.11 0.22
cc-pV(T+d)Z+ 1A -51.80 1.14 1.18 1.08 0.01 2.23 0.15 0.15 0.14 0.10 0.19
aug-cc-pV(T+d)Z 1A -50.87 1.23 1.31 1.17 -0.06 2.18 0.16 0.16 0.15 0.08 0.19
MG3S 1B -31.39 0.48 0.50 0.44 -0.26 1.31 -0.06 -0.07 -0.06 -0.06 -0.05
cc-pV(T+d)Z+ 1B -31.80 0.50 0.51 0.45 -0.27 1.32 -0.05 -0.05 -0.05 -0.05 -0.04
aug-cc-pV(T+d)Z 1B -30.89 0.53 0.58 0.48 -0.39 1.27 -0.04 -0.04 -0.04 -0.03 -0.03
MG3S 1C -43.89 0.61 0.63 0.55 0.07 1.29 0.14 0.14 0.13 0.10 0.17
cc-pV(T+d)Z+ 1C -43.36 0.68 0.70 0.62 0.09 1.37 0.15 0.15 0.15 0.12 0.18
aug-cc-pV(T+d)Z 1C -42.31 0.79 0.84 0.73 0.06 1.38 0.13 0.13 0.13 0.11 0.15
MG3S 2A -66.84 -2.18 -2.23 -2.14 -1.58 -2.83 0.11 0.11 0.10 0.10 0.12
cc-pV(T+d)Z+ 2A -66.30 -2.21 -2.25 -2.16 -1.67 -2.82 0.14 0.13 0.13 0.12 0.15
aug-cc-pV(T+d)Z 2A -65.24 -2.24 -2.28 -2.20 -1.76 -2.73 0.22 0.21 0.21 0.06 0.26
MG3S 2B -68.53 -2.54 -2.61 -2.50 -1.79 -3.18 0.12 0.13 0.12 0.06 0.17
cc-pV(T+d)Z+ 2B -67.65 -2.63 -2.68 -2.58 -1.91 -3.23 0.14 0.14 0.13 0.07 0.20
aug-cc-pV(T+d)Z 2B -66.71 -2.56 -2.60 -2.51 -1.83 -3.01 0.22 0.23 0.22 0.06 0.30
MG3S 2C -62.70 -4.00 -4.15 -3.97 -2.55 -5.28 0.34 0.34 0.33 0.31 0.37
cc-pV(T+d)Z+ 2C -62.13 -4.03 -4.17 -3.99 -2.65 -5.27 0.29 0.29 0.27 0.26 0.30
aug-cc-pV(T+d)Z 2C -61.29 -4.07 -4.22 -4.04 -2.58 -5.12 0.38 0.38 0.37 0.27 0.41

a The errors are calculated as Ebind(EE-MB) - Ebind(full).
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absolute error over all seven configurations, three basis sets,
and five background charge sets for the EE-3B approximation
is 0.3%. These results imply that the EE-3B approximation
is capable of handling complicated systems involving ions
and/or charge transfer complexes and a wide range of
monomer sizes and monomer complexity.

One particularly striking aspect of Table 1 is the compara-
tive size of the EE-3B error in reproducing the full calcula-
tions and the deviations of the various full calculations from
one another. Although all three basis sets are multiply
polarized valence triple-� sets with diffuse functions, the
results for a given cluster with a pair of basis sets differ
from one another on average by 0.9 kcal/mol whereas a
typical error due to the EE-3B approximation is ∼0.1 kcal/
mol. Thus the error incurred by truncating the EE-MB
expansion with geometry-independent background charges
is much less than the uncertainty due to choice of basis set.

The second goal of this study was to compare two major
categories of methods by which background charges for EE-
MB calculations can be obtained: geometry-dependent and
geometry-independent charges. From the geometry-indepen-
dent charges, two subcategories of partial charge calculation
methods are also compared: those that use the gas-phase
monomer density matrices and those that use liquid-phase
monomer density matrices. (See Section 3.1 for a more
detailed explanation of these categories.) This portion of the
study focuses on the binding energies of the three largest
(and most complex) clusters (2A, 2B, and 2C) calculated
by the M06-2X/cc-pV(T+d)Z+ method both conventionally
and with the EE-MB approximation (MB ) PA or 3B for
this study) using background charge sets from each of the
above categories and subcategories. [The cc-pV(T+d)Z+
basis set was selected because, of the three basis sets shown
in Table 1, it is generally the most efficient at reducing basis
set superposition error (BSSE); that is, on average the cc-
pV(T+d)Z+ basis set yields about the same amount of BSSE
as aug-cc-pV(T+d)Z but at lower cost.25 The MG3S basis
set tends to yield larger amounts of BSSE than the other
two basis sets. Using a basis set that in general yields low
BSSE diminishes the need to attempt to correct for BSSE
by methods such as counterpoise correction,53 which would
significantly increase the overall cost of a calculation of the
binding energy of a nine-molecule system.54]

Table 2 lists the errors from the EE-PA and EE-3B
calculations relative to the conventionally calculated binding
energy for each of the three clusters. The charge sets labeled
with the prefix “GI_” are geometry-independent charge sets;
that is, these charges were calculated from the density
matrices of individual monomers and therefore do not depend
on a given cluster’s geometry (in still other words, these
charge sets would remain the same for any cluster containing
the same types of molecules and/or ions). Of the geometry-
independent charge sets, those that were computed from
aqueous-phase monomer density matrices contain the letters
“SM” (for “solvation model”) in their labels immediately
following the “GI_” prefix; those that were computed from
density matrices of gas-phase monomers do not. The “GD_”
prefix indicates that the given charge set is geometry
dependent; that is, the charge set is calculated from a

semiempirical wave function for the entire cluster and
therefore depends on the geometry of the cluster. Table 3
summarizes the results shown in Table 2 by listing the mean
unsigned errors (MUE) and root mean squared errors
(RMSE) of the EE-PA and EE-3B approximations over all
three clusters. (Section 3.2 contains the specific description
of the meaning of the name of each charge set and the
method by which each charge set was calculated).

First, Tables 2 and 3 show that electrostatic embedding
significantly enhances the accuracy of the PA and 3B
approximations. Without electrostatic embedding, the pair-
wise additive MUE is 9.82 kcal/mol, whereas the maximum
electrostatically embedded pairwise additive MUE is 4.40
kcal/mol and the average EE-PA MUE is 2.96 kcal/mol.
Similarly, the three-body MUE without electrostatic embed-
ding is 0.70 kcal/mol, whereas the maximum EE-3B MUE
is 0.30 kcal/mol and the average EE-3B MUE is 0.20 kcal/
mol.

A second point illustrated by Tables 2 and 3 is that GD
charge sets yield EE-MB results that are only slightly better
than those from GI sets. For the EE-PA approximation, the
average GI MUE is 3.00 kcal/mol and the average GD MUE
is 2.84 kcal/mol. For the EE-3B approximation, the average
GI MUE is 0.21 kcal/mol and the average GD MUE is 0.18
kcal/mol. The small (nearly insignificant for the EE-3B
approximation) improvement in accuracy afforded by the GD
charge sets is not worth the loss of convenient analytic
gradients when performing MD simulations, nor does it even
seem to be worth the tiny relative increase in cost that would

Table 2. Binding Energies [Ebind(full), kcal/mol] from
Conventional Calculations at M06-2X/cc-pV(T+d)Z+ and
the Corresponding Errorsa (kcal/mol) from the EE-MB
Calculations When Different Sets of Background Charges
Are Used

2A 2B 2C

charge model EE-PA EE-3B EE-PA EE-3B EE-PA EE-3B

Ebind(full) -66.30 -67.65 -62.13
noneb -4.94 -0.85 -8.51 -0.14 -15.99 -1.11
GI_ChElPGc -2.21 0.14 -2.63 0.14 -4.03 0.29
GI_ESP-Dipole -2.25 0.13 -2.68 0.14 -4.17 0.29
GI_MK -2.16 0.13 -2.58 0.13 -3.99 0.27
GI_NBO -1.67 0.12 -1.91 0.07 -2.65 0.26
GI_CM4M -2.82 0.15 -3.23 0.20 -5.27 0.30
GI_CM1A -2.29 0.14 -2.71 0.15 -4.21 0.31
GI_(CM1A*1.14) -2.37 0.21 -2.76 0.23 -3.75 0.37
GI_CM2 -2.33 0.19 -2.83 0.16 -4.06 0.44
GI_CM3 -2.42 0.18 -2.93 0.17 -4.31 0.43
GI_SM5.42/CM2 -2.10 0.17 -2.50 0.12 -3.53 0.39
GI_SM8/CM4M -2.40 0.14 -2.76 0.16 -4.36 0.26
GI_SMD/CM4M -2.35 0.14 -2.70 0.15 -4.24 0.26
GD_AM1-Mullikend -2.96 0.18 -3.82 0.20 -6.42 0.52
GD_CM1A -1.81 0.10 -2.04 0.08 -3.36 0.18
GD_CM1A*1.14 -1.98 0.15 -2.16 0.12 -2.85 0.21
GD_AM1-CM2 -1.79 0.11 -2.20 0.06 -3.67 0.29
GD_AM1-CM3 -1.80 0.11 -2.18 0.08 -3.50 0.26

a The errors are calculated as Ebind(EE-MB) - Ebind(full).
b “None” implies that no electrostatic embedding was used for
these calculations; i.e., this row gives PA and 3B errors, not
EE-PA and EE-3B errors. c The “GI_” prefix indicates that these
background charges are geometry independent. An “SM” following
this prefix indicates that the charges were obtained from
aqueous-phase monomers; all others were obtained from
gas-phase monomers. d The “GD_” prefix indicates that these
background charges are geometry dependent.
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be incurred during MC simulations. Therefore, the original
EE-MB approximation where the electrostatic embedding is
based on GI charges continues to be the recommended
approach for EE-MB calculations.

A third conclusion that may be drawn from Tables 2
and 3 is that using gas-phase monomer wave or density
functions as a starting point for the determination of GI
charges is just about as good as using charges derived
from liquid-phase monomers. The average MUE of the
charge sets obtained from gas-phase monomers is 3.01
kcal/mol for the EE-PA approximation and 0.21 kcal/mol
for the EE-3B approximation. The average MUEs of the
charge sets obtained from aqueous-phase monomers are
2.99 and 0.20 kcal/mol, respectively. This may come as
a surprise because one might expect that the electron
density around a monomer in a cluster would more closely
resemble the electron density distribution of a solvated
monomer than it would the electron density distribution
of a gas-phase monomer. This is because a monomer in a
cluster or a monomer in solution is polarized by the
surrounding monomers and might experience more charge
separation than would a monomer in the gas phase; i.e.,
charges derived from either a monomer in a cluster or a
monomer in solution might take on more extreme mag-
nitudes than charges derived from a monomer in the gas
phase. However, this did not turn out to be the case. The
charges derived from liquid-phase monomers were on the
whole quite similar to those derived from gas-phase
monomers, as shown in Tables 4-6. This explains why

these charge sets produce similar results when used as
the background charges in EE-MB calculations. Once
again, the original EE-MB approximation (taking GI
charges from monomers in the gas phase) remains the
recommended approach because gas-phase monomer
calculations are less costly (even if only by a little) than
liquid-phase calculations and because potential ambiguity
regarding which solvent to choose for monomers involved
in mixed clusters is avoided when the gas-phase monomers
are used to generate embedding charges.

Table 3. Mean Unsigned Errors (MUE) and Root Mean
Squared Errors (RMSE) in kcal/mol over Three
Configurations (2A, 2B, and 2C) of an (H2SO4)(HSO4

-)-
(NH4

+)(H2O)6 Systema

EE-PA EE-3B

charge model MUE RMSE MUE RMSE

full 0.00 0.00 0.00 0.00
noneb 9.82 10.84 0.70 0.81
GI_ChElPGc 2.96 3.06 0.19 0.20
GI_ESP-Dipole 3.03 3.14 0.19 0.20
GI_MK 2.91 3.01 0.18 0.19
GI_NBO 2.08 2.12 0.15 0.17
GI_CM4M 3.77 3.92 0.22 0.23
GI_CM1A 3.07 3.18 0.20 0.22
GI_(CM1A*1.14) 2.96 3.02 0.27 0.28
GI_CM2 3.07 3.16 0.26 0.29
GI_CM3 3.22 3.32 0.26 0.29
GI_SM5.42/CM2 2.71 2.78 0.23 0.26
GI_SM8/CM4M 3.17 3.28 0.19 0.19
GI_SMD/CM4M 3.10 3.21 0.18 0.19
GD_AM1-Mullikend 4.40 4.64 0.30 0.34
GD_CM1A 2.41 2.50 0.12 0.13
GD_CM1A*1.14 2.33 2.36 0.16 0.17
GD_AM1-CM2 2.56 2.68 0.15 0.18
GD_AM1-CM3 2.50 2.60 0.15 0.17

a The full (or conventional) and EE-MB calculations were
performed by the M06-2X/cc-pV(T+d)Z+ method. b No background
charges were used for these calculations; i.e., these are the PA and
3B approximations to the total energy without electrostatic
embedding. c The “GI_” prefix indicates that these background
charges are geometry independent. An “SM” following this prefix
indicates that the charges were obtained from aqueous-phase
monomers; all others were obtained from gas-phase monomers.
d The “GD_” prefix indicates that these background charges are
geometry dependent.

Table 4. Geometry-Independent Background Charges (in
e) Based on the Geometries of the Gas-Phase Monomers
Optimized with the M06-2X/cc-pV(T+d)Z+ Method

molecule
atom
type ChElPGa ESP-dipolea MKa NBOa CM4Mb

H2O O -0.726 -0.709 -0.731 -0.930 -0.601
H2O H 0.363 0.355 0.365 0.465 0.300
HSO4

- S 1.428 1.329 1.328 2.591 0.403
HSO4

- O -0.700 -0.677 -0.676 -1.016 -0.423
HSO4

- H 0.372 0.378 0.375 0.472 0.289
H2SO4 S 1.164 1.042 1.049 2.602 0.499
H2SO4 O -0.509 -0.482 -0.483 -0.910 -0.298
H2SO4 H 0.435 0.443 0.442 0.519 0.347
NH4

+ N -0.784 -0.834 -0.834 -0.859 -0.604
NH4

+ H 0.446 0.458 0.458 0.465 0.401

a Charge analyses were done on the M06-2X/cc-pV(T+d)Z+
gas-phase monomer density matrices. b Charge analyses were
done on the M06-2X/MIDI! gas-phase monomer density matrices.

Table 5. Geometry-Independent Background Charges (in
e) Based on the Geometries of the Gas-Phase Monomers
Optimized with the AM1 Method

molecule
atom
type CM1Aa CM1A*1.14a CM2a CM3a

SM5.42/
CM2b

H2O O -0.706 -0.805 -0.711 -0.679 -0.783
H2O H 0.353 0.402 0.356 0.340 0.392
HSO4

- S 1.433 1.634 2.878 2.491 2.934
HSO4

- O -0.709 -0.808 -1.061 -0.963 -1.086
HSO4

- H 0.401 0.457 0.368 0.360 0.409
H2SO4 S 1.440 1.642 2.874 2.487 2.961
H2SO4 O -0.601 -0.685 -0.937 -0.842 -0.974
H2SO4 H 0.481 0.548 0.438 0.439 0.468
NH4

+ N -0.514 -0.586 -0.793 -0.829 -0.792
NH4

+ H 0.378 0.431 0.448 0.457 0.448

a Charge analyses were done on the AM1 gas-phase monomer
density matrices. b Charge analyses were done on the SM5.42/
AM1 aqueous-phase monomer density matrices.

Table 6. Geometry-Independent Background Chargesa (in
e) Based on the Geometries of the Gas-Phase Monomers
Optimized by the M06-L/6-31G(d) Method

molecule atom + label SM8/CM4M SMD/CM4M

H2O O -0.695 -0.708
H2O H 0.347 0.354
HSO4

- S 0.751 0.775
HSO4

- O -0.525 -0.534
HSO4

- H 0.350 0.361
H2SO4 S 0.875 0.867
H2SO4 O -0.416 -0.418
H2SO4 H 0.393 0.401
NH4

+ N -0.584 -0.592
NH4

+ H 0.396 0.398

a Charge analyses were done on the SMx/M06 L/6-31G(d) (x )
8, D) aqueous-phase monomer density matrices.
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To summarize the discussion of the results presented so
far, one could simply state that the accuracy of the EE-MB
approximation does not appear to be heavily dependent on
the set of background charges chosen. Compared to the
average binding energy of the three clusters, -65 kcal/mol,
a 5% error would be 3.3 kcal/mol and a 1% error would be
0.65 kcal/mol. Thus, most of the EE-PA calculations yield
MUEs of less than 5% and all of the EE-3B calculations
yield MUEs of less than 1%, regardless of the charge model
used in this study.

The reason for which the two subcategories of GI charges
(gas-phase vs liquid-phase monomers) do not produce
significantly different EE-MB results was addressed in an
earlier paragraph, but one is still left to wonder why GI
charges manage to do about as well as GD charges. In an
attempt to understand this, one can investigate (1) how the
dipoles of individual water molecules vary within a cluster
and (2) how the dipole of an individual water molecule varies
when the water molecule is embedded in different sets of
point charges. Because water is a planar molecule and
generally possesses close to C2V symmetry, its dipole is a
good indicator of the extent to which the water molecule is
polarized. (Note that the word “dipole” is used to mean “the
magnitude of the dipole moment”.) If the dipoles of the water
molecules in the entire cluster do not vary much (Test 1),
then one can see how the “inflexible” charges from a gas-
phase monomer could adequately mimic the effects of other
water molecules in the cluster. Additionally, if the dipole of
a single water molecule embedded in point charges does not
vary much with different background charge sets (Test 2),
then one can infer that the choice of background charges
will not strongly impact an EE-MB calculation, because the
purpose of the background charges is to polarize the
monomers, dimers, trimers, etc. If the embedding charges
do not have a strong effect on the polarization of a monomer,
then it is unlikely that they would have a strong effect on
the result of an EE-MB calculation.

As stated above, Test 1 investigates the variation in the
dipoles of the water molecules within a given cluster. The
dipole moment of each water molecule in clusters 2A, 2B,
and 2C was calculated using the Mulliken, CM1A, scaled
CM1A, CM2, and CM3 point charges that were obtained
from the AM1 wave functions of those clusters; these dipoles
are listed in Table 7. The point charges were used to calculate
the dipoles because one cannot determine the expectation
value of the dipole moment of an individual water molecule
from the wave function of the entire cluster. The dipole
moment of each water molecule was calculated with respect
to that particular molecule’s center of nuclear charge. To
give an idea of the locations of the water molecules within
a cluster, Figure 2 shows configuration 2A with each water
molecule labeled by the arbitrary fragment number that it
was assigned for the EE-MB calculations; these numbers
correspond to the monomer labels listed in Table 7. The
water molecules of configurations 2B and 2C were labeled
in essentially the same way, although of course their locations
within the cluster are slightly different in each case. Table 7
shows that for every type of point charge representation other

Table 7. Dipolesa (in debye) of Individual Water Molecules within Different Configurations of an
(H2SO4)(HSO4

-)(NH4
+)(H2O)6 System from Various Point Charge Representations of Those Configurations

cluster label monomer label Mulliken CM1A CM1A*1.14 CM2 CM3

2A 2 1.39 2.26 2.58 2.24 2.21
2A 4 1.37 2.20 2.50 2.18 2.15
2A 5 1.58 2.47 2.81 2.43 2.42
2A 6 1.35 2.30 2.62 2.31 2.24
2A 7 1.23 2.13 2.42 2.12 2.06
2A 9 1.30 2.22 2.53 2.21 2.15
2B 2 1.48 2.40 2.74 2.37 2.34
2B 4 1.39 2.24 2.55 2.22 2.19
2B 5 1.39 2.20 2.51 2.17 2.16
2B 6 1.30 2.19 2.49 2.20 2.13
2B 7 1.25 2.24 2.55 2.24 2.16
2B 9 1.31 2.19 2.50 2.18 2.13
2C 2 1.54 2.46 2.81 2.39 2.40
2C 4 1.42 2.25 2.56 2.21 2.20
2C 5 1.34 2.19 2.50 2.18 2.14
2C 6 1.44 2.44 2.79 2.45 2.38
2C 7 1.21 2.12 2.42 2.12 2.05
2C 9 1.18 2.08 2.38 2.10 2.01
average (debye) 1.36 2.25 2.57 2.24 2.20
standard deviation (debye) 0.11 0.12 0.13 0.11 0.12
% standard deviation 8.0 5.2 5.2 4.7 5.4

a Dipoles are calculated with respect to each water molecule’s center of nuclear charge.

Figure 2. The 2A configuration with the water molecules
labeled with the arbitrary fragment numbers that they were
assigned for the EE-MB calculations. Note that two hydrogen
atoms are obstructed from view in this figure: one is obstructed
by the nitrogen atom of the ammonium ion, and the other is
obstructed by the oxygen atom of water molecule 7.
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than Mulliken charges, the relative standard deviation is only
5%. In the case of dipoles derived from Mulliken charges
the relative standard deviation is 8%. These results indicate
that the variation in the extent of polarization of water
molecules in a semiempirical calculation of an entire cluster’s
wave function is not large.

Test 2 investigates the dependence of the extent of
polarization of a single embedded water molecule on the
choice of background charges. Monomer number 5 of
configuration 2A was selected as the embedded water
molecule for this test. The remaining water molecules were
represented by the same sets of point charges described in
Section 3.2, and the M06-2X/MIDI! density matrix of the
water molecule in each charge set was calculated. From this
density matrix, one can calculate the dipole of the water
molecule in two different ways: (a) quantum mechanically
as the expectation value of the dipole moment operator or
(b) classically from a set of point charges that has been
determined through charge analysis of the water molecule’s
density matrix. Dipoles computed by methods a and b are
called density dipoles and point-charge dipoles, respectively.

Method b begs the question of which specific charge model
should be used to assign point charges to the embedded water
molecule. To decide which charge model to use for this
specific task, the dipoles of several nonembedded gas-phase
molecules and ions according to nine charge models listed
in Table 8. The ChElPG, ESP-Dipole, MK, and NBO charge
analyses were carried out on the molecules’ M06-2X/cc-
pV(T+d)Z+ density matrices, the CM4M charges were
determined from the M06-2X/MIDI! density matrices, and
the CM1A, scaled CM1A, CM2, and CM3 charges were
extracted from the AM1 wave functions. The geometries of
these compounds had previously been optimized at the same
level of theory at which the charge analyses were performed,
except for the CM4M charges which had been optimized at
M06-2X/cc-pV(T+d)Z+. The classical dipoles of these
molecules calculated from these charge representations are
shown in Table 8 and are compared to our best estimates of
these dipoles. In the case of the neutral compounds, our best
estimates are based on experimental values, but in the case

of ions these have been determined with respect to each given
ion’s center of nuclear charge by finite-field calculations
done with the CCSD(T)/aug-cc-pV(T+d)Z//M06-2X/cc-
pV(T+d)Z+ method. The MUEs and RMSEs over all five
compounds with respect to the best-estimate dipoles are also
given in Table 8. Based on the MUEs, the CM4M charges
appear to reproduce the best estimate dipoles better than the
other methods, so the CM4M charges of the embedded water
monomer were used to calculate the classical dipoles of
method b.

The dipoles arising from methods a and b are given in
Table 9, along with the individual point charges used to
calculate the dipoles for method b. One should first notice,
by comparing the point charge dipole of the unembedded
water molecule (in the row labeled “None”) to the point-
charge dipoles of the embedded water molecule, that the
electrostatic embedding does increase the dipole of the water
molecule by about 0.3 D. Once embedded, however, the
specific background charge set chosen does not affect the
point-charge dipole by more than 0.05 D (or the density
dipole by more than 0.09 D). The relative standard deviations
over all sets of embedding charges for the water molecule’s
CM4M charges, density dipoles (method a), and point-charge
dipoles (method b) are all under 1.3%. Thus, the extent to
which a water molecule is polarized is affected by whether
or not the water molecule is embedded in point charges, but
the extent of polarization does not depend heavily on the
specific set of embedding charges used.

5. Conclusions

The primary goals of this paper were (i) to test the overall
accuracy of the EE-MB approximation for clusters involving
both large and small monomers as well as a mix of ions and
neutral molecules and (ii) to observe the dependence of the
EE-MB approximation’s accuracy on the background charges
used as the electrostatic embedding.

Regarding the first goal, this study shows that the EE-
MB approximation is capable of providing accurate binding
energies for relatively complicated systems. For five sets of
embedding charges used with three different basis sets on a
test set of mixed clusters ranging in size from two to nine
molecules, the errors in the binding energies from the EE-
PA approximation relative to the binding energies of the full
calculations at the same level of theory do not exceed 10%,
and in many cases are closer to 5%. The EE-3B approxima-
tion does even better, with relative errors that do not exceed
0.7%.

Regarding the second goal, this study shows (in accord
with results from previous studies on less complicated
systems13,16) that electrostatic embedding does significantly
improve the performance of the PA and 3B approximations,
but that the specific set of point charges used for the
electrostatic embedding does not strongly influence the
accuracy of the EE-PA or EE-3B approximations. Two
general categories of background charge sets were tested:
geometry-dependent (GD) and geometry-independent (GI)
charge sets. On the whole, GD and GI charges yield EE-
MB results of almost equal accuracy; over three configura-
tions of a mixed nine-molecule system, the EE-3B MUE over

Table 8. Dipolesa (in debye) of Gas-Phase Monomers
Calculated from Point Charges and Compared to Best
Estimates

charge model H2O H2SO4 NH3 HSO4
- OH- MUEb RMSEb

ChElPG 2.03 3.25 1.64 2.65 1.59 0.19 0.21
ESP-dipole 1.98 3.31 1.59 2.72 1.59 0.20 0.22
MK 2.04 3.27 1.67 2.68 1.59 0.21 0.22
NBO 2.60 3.70 1.89 3.24 2.20 0.68 0.70
CM4M 1.68 3.02 1.55 2.40 0.95 0.18 0.21
CM1A 2.02 2.25 1.76 1.83 1.38 0.40 0.49
CM1A*1.14 2.30 2.56 2.01 2.08 1.57 0.43 0.44
CM2 2.03 1.89 1.61 1.59 1.40 0.49 0.67
CM3 1.94 1.87 1.60 1.55 1.29 0.48 0.68
best estimate 1.85c 2.96d 1.47e 2.60f 1.33f

a The dipole of each compound was calculated with respect to
the compound’s center of nuclear charge. b The MUEs/RMSEs are
averages of the differences between the point-charge derived and
the best estimate dipoles over all five compounds. The MUEs/
RMSEs are given in debye. c References 55-57. d Reference 58.
e Reference 59. f Determined in the present study by a finite-field
calculation at CCSD(T)/aug-cc-pV(T+d)Z//M06-2X/cc-pV(T+d)Z+.
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the GI charge sets is 0.21 kcal/mol and over GD charge sets
is 0.18 kcal/mol. Although the GD charge sets perform
slightly better, they are also slightly more complicated to
implement for energies and much more complicated to
implement for gradients. Of the GI charge sets, those that
were obtained from gas-phase monomer density matrices do
not perform significantly differently than those that were
obtained from liquid-phase monomer density matrices: over
the EE-3B binding energies of three configurations of the
nine-molecule system, the gas-phase monomer-derived charge
sets yielded an MUE of 0.21 kcal/mol, and the liquid-phase
monomer-derived charge sets yielded an MUE of 0.20 kcal/
mol.

A third objective that arose during the course of this study
was to investigate why the GD charge sets do not perform
as much better than the GI charge sets as one might have
expected. The conclusions reached from that portion of the
study are these: (1) The polarization of the water molecules
within a given nine-molecule cluster does not vary much
from molecule to molecule, implying that the “rigid” point
charges from a gas-phase monomer are adequate to represent
that type of monomer regardless of where it is located within
a cluster. (2) The polarization of a water molecule is affected
by the presence of embedding charges, but the specific set
of embedding charges used does not strongly affect the extent
of the water molecule’s polarization. The purpose of the
background charges in an EE-MB calculation is to include
higher-order effects in lower orders of the many-body
expansion through the polarization of individual monomers
and groups of monomers. Because the extent to which a
water molecule is polarized is not greatly influenced by the

choice of embedding charges, one can understand why the
overall accuracy of the EE-MB approximation is not greatly
influenced by the choice of embedding charges.

As far as implications for future work, the most
significant result of the present study is shown in Table
10, which shows results for the most complex systems in
this article, namely the three 9-mers, each consisting of
six water molecules, one ammonium ion, one bisulfate
ion, and one sulfuric acid molecule. We see that the errors
in the EE-MB approximation are very small, even for this
complex cluster, and even with geometry-independent
partial charges.

A concise summary of the major conclusions reached by
this study is as follows: the EE-3B approximation as it was
originally formulated (i.e., using geometry-independent
background charges derived from equilibrium gas-phase
monomer wave or density functions) can be trusted to
provide accurate results for relatively complicated systems
of widely varying sizes involving both ions and nonco-
valently interacting monomers.

Table 9. CM4M Charges (in e) and Dipoles (in debye) of Monomer Number 5 from Configuration 2A Embedded in the
Given Sets of Background Charges

background charges H1a (e) O (e) H2b (e) density dipolec (D) point-charge dipoled (D)

fulle 0.321 -0.593 0.321 N/Ae 1.87e

nonef 0.297 -0.596 0.298 1.95 1.76
GI_ChElPG 0.371 -0.687 0.317 2.61 2.05
GI_ESP-dipole 0.371 -0.687 0.317 2.61 2.05
GI_MK 0.370 -0.687 0.317 2.61 2.05
GI_NBO 0.376 -0.690 0.314 2.63 2.06
GI_CM4M 0.366 -0.684 0.318 2.59 2.04
GI_CM1A 0.370 -0.686 0.315 2.60 2.05
GI_CM1A*1.14 0.380 -0.697 0.318 2.68 2.09
GI_CM2 0.377 -0.693 0.316 2.65 2.07
GI_CM3 0.375 -0.692 0.316 2.64 2.07
GI_SM5.42/CM2 0.377 -0.692 0.315 2.64 2.07
GI_SM8/CM4M 0.367 -0.684 0.317 2.59 2.04
GI_SMD/CM4M 0.368 -0.684 0.317 2.59 2.04
GD_Mulliken 0.378 -0.690 0.312 2.63 2.07
GD_CM1A 0.371 -0.684 0.313 2.59 2.05
GD_CM1A*1.14 0.380 -0.696 0.316 2.68 2.08
GD_CM2 0.377 -0.689 0.311 2.62 2.06
GD_CM3 0.377 -0.690 0.314 2.63 2.07
Averageg 0.374 -0.689 0.315 2.62 2.06
standard deviationg 0.005 0.004 0.002 0.03 0.01
% standard deviationg 1.2 0.6 0.7 1.1 0.7

a The hydrogen atom (of monomer 5, see labels in Figure 2) that forms an H-bond with an oxygen atom of the nearby HSO4
- ion. b The

hydrogen atom (of monomer 5) that is not involved in an H-bond. c Dipole calculated from the M06 2X/MIDI! wave function of the embedded
water molecule. One D ≡ 1 debye. d Dipole calculated from the point charges given in the columns labeled H1, O, and H2. One D ≡ 1
debye. e The CM4M charges assigned to the water molecule when the M06-2X/MIDI! calculation is performed on the entire 2A
configuration. Because in this case the sum of the point charges on this fragment is not zero, the point charge dipole moment was
calculated with respect to this fragment’s center of nuclear charge. f “None” indicates that water monomer 5 was left in the geometry that it
has in configuration 2A but that it was not embedded in point charges. g The values found in the rows labeled “full” and “none” were not
included in the calculations of the averages, standard deviations, or % standard deviations.

Table 10. Mean Unsigned Errors in kcal/mol over Three
Configurations of an (H2SO4)(HSO4

-)(NH4
+)(H2O)6Systema

MB EE-MB

one-body approximation 205.9 231.1
two-body approximation 9.8 3.0
three-body approximation 0.7 0.2

a M06-2X/cc-pV(T+d)Z+; see Table 3. The EE-MB results in
the present table are averaged over the 12 geometry-independent
charge models of Table 3.
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Abstract: Because of difficulties in a description of host-guest interactions, various theoretical
methods predict different numbers of hydrogen molecules which can be inserted into the C60 cavity,
ranging from one to more than 20. On the other hand, only one H2 molecule inside the C60 fullerene
has been detected experimentally. Moreover, a recently synthesized H2@C70 complex prevails in
the mixture formed with 2H2@C70. To get a deeper insight into the stability of the complexes created
from C60 and hydrogen molecules, we carried out highly accurate calculations for complexes of one
or two hydrogen molecules with fullerene applying symmetry-adapted perturbation theory (SAPT)
and a large TZVPP basis set for selected points on the potential energy surfaces of H2@C60 and
2H2@C60. The electron correlation in the host and guests has been treated by density functional
theory. Our calculations yield the stability of the recently synthesized H2@C60 complex. In addition,
for all tried positions of the H2 dimer inside the C60 cage, the 2H2@C60 complex has been
characterized by a positive interaction energy corresponding to the instability of this species. Contrary
to the conclusions of several theoretical studies, this finding, as well as model considerations and
literature experimental data, indicates that only one hydrogen molecule can reside inside the C60

cage. The calculated energy components have been analyzed to identify the most important
contributions to the interaction energy. Supermolecular interaction energies obtained with MP2, SCS-
MP2, and DFT+Disp methods are also reported and compared to those of DFT-SAPT. The DFT-
SAPT interaction energy has also been calculated for several points on the potential energy surface
for a larger 2H2@C70 complex, confirming, in agreement with recent experimental findings, that this
species is stable. The DFT-SAPT approach has been used for the first time to obtain interaction
energies for van der Waals endohedral complexes, demonstrating that the method is capable of
handling such difficult cases.

Introduction

The possibility of filling a fullerene cage with atomic, ionic,
or molecular guests was postulated soon after the serendipi-
tous discovery of C60

1 and development of the procedure
for its purification.2 Since then numerous proposals of
possible applications of endohedral fullerene complexes3

have appeared in different areas of science and technology,
ranging from medicine4 and environmental protection5 to
molecular optoelectronics6 and renewable energetics.7 In-
terestingly, almost none of them have been marketed yet,
indicating the immense complexity of the task of filling and
subsequent releasing guest molecules from the fullerene
cavity. The utilization of fullerenes and carbon nanotubes
as hydrogen storage devices has been recently one of the
hot topics of research in view of their prospective practical
applications.8,9 However, the newest experimental evidence
damped the expectations for storing a considerable amount
of hydrogen inside these carbon forms.10

* Corresponding author e-mail: tatiana.korona@chem.uw.edu.pl;
andreas.hesselmann@chemie.uni-erlangen.de; dodziuk@ichf.edu.pl.

† University of Warsaw.
‡ Universität Erlangen.
§ Polish Academy of Sciences.

J. Chem. Theory Comput. 2009, 5, 1585–1596 1585

10.1021/ct900108f CCC: $40.75  2009 American Chemical Society
Published on Web 05/18/2009



Similarly to the case of nanotubes, a hydrogen molecule
can be either chemi- or physisorbed on the fullerene surface.
The chemisorption consists in a hydrogenation of the
fullerene (i.e., the covalent CH bonds are formed). During
the physisorption, a hydrogen molecule is attached to the
C60 ball without the covalent bond formation. In the latter
case, an endohedral van der Waals complex (denoted as
H2@C60) is formed if H2 is placed inside the fullerene,
otherwise a more usual, but weaker exohedral complex is
obtained. A synthesis of H2@C60 by Komatsu et al.11

consisted in a chemical creation of a hole in the fullerene
cage, insertion of a hydrogen molecule,12 followed by a
chemical closure of the cage.11 This process has been called
a “molecular surgery” of fullerenes.12-14 Note that a parting
with an idea of a “brute force” insertion of hydrogen inside
the fullerene under extreme conditions (high temperature and
pressure) in favor of a milder chemical opening of the cage
was suggested some time ago by Patchkovskii and Thiel for
He@C60

15 and by Dodziuk et al.16 Very recently, Murata et
al.17,18 used a similar approach to obtain the 2H2@C70

complex. It is noteworthy that the experimentally observed
relative population of H2@C70 and 2H2@C70 (97:3)18 is very
close to the values which can be deduced from a difference
of 1.8 kcal/mol in the steric energy values determined by
molecular mechanics.19

Two main issues have been addressed by theoreticians
when studying endohedral complexes of fullerenes with
hydrogen molecules: a height of the barrier hindering the
guest from entering the fullerene cavity and an estimation
of the number of hydrogen molecules which can be hosted
by the fullerene cage. Both problems can be first analyzed
on the basis of simple mechanistic considerations. By taking
the length of the H-H bond of about 0.7 Å, the van der
Waals radii of the H and C atoms of ca. 1.2 and 1.7 Å,
respectively, and assuming the diameter of fullerene (treated
approximately as a sphere) as 7.1 Å,20 it is easy to estimate
that there is no room left for another H2 molecule inside the
cage. Such a simple reasoning shows that only one hydrogen
molecule can be hosted by C60. Analogously, a comparison
of the radii of the H and C atoms allows one to draw a
conclusion that a hydrogen atom or molecule passing through
the five- or six-membered ring should exhibit a strong
repulsion because of an overlap of the electron clouds of
the ring and the H atoms.

The problem of a barrier estimation for a guest entering
the C60 cage has been studied in several articles,21-23 yielding
barriers of 3 eV21 or 2 eV23 for a hydrogen atom and 20 eV
for H2,

22 when passing through the six-membered ring.
Subsequent molecular dynamics simulations have shown a
very low probability for the process of catching a hydrogen
atom inside the cage, while the same process in the case of
the hydrogen molecule has been not observed in silico at
all.21 These calculations are in line with a lack of success in
obtaining H2@C60 by a direct hydrogen insertion into an
intact C60 fullerene (i.e., without opening the cage).11,18

The stability of complexes of hydrogen molecule(s) buried
inside the C60 cage has been studied by various approaches,
from molecular mechanics (MM),24 through semiempirical
and density-functional theory (DFT), to ab initio quantum

chemical (QM) methods. At the beginning, it should be
stressed that a usage of the semiempirical approach for
nonbonding interactions is rather counterproductive, since
this method has been developed to provide approximate
energies of chemically bonded systems, and for this very
reason the calculations of nonbonded complexes performed
with this class of methods cannot be reliable. One can also
add that semiempirical methods are known to have difficul-
ties even with a satisfactory description of hydrogen bonds,25

which are by orders of magnitude stronger than interactions
between a hydrogen molecule and a π-electron system.
Therefore, the reports of Turker and Erkoc,26 who found a
stabilization of 24 hydrogen molecules inside C60 on the basis
of semiempirical AM1 calculations, or those of Ren et al.,27

who used the PM3 method combined with DFT and inserted
25 H2 into the cage, are not reliable. A detailed criticism of
the results of Turker and Erkoc can be found in refs 28 and
29. It should be noted that a recently developed OMx class
of semiempirical methods compares somewhat better with
QM calculations, but still without an empirical dispersion
correction they predict no interaction for complexes contain-
ing π-electron systems.30

The accuracy of quantum chemical calculations for en-
dohedral fullerene complexes is usually quite limited. The
obvious reason for this state of affairs is the size of the
system,31 which precludes the use of the high-level ab initio
electron-correlated theories, such as, for example, coupled
cluster32 (see, however, ref 33) and large orbital basis sets.
The limitations in the choice of ab initio electron-correlated
theories are especially serious in the case of nonpolar or
slightly polar guest molecules, since in these cases the
host-guest interactions are mainly dispersive and exchange
ones while it is known that the dispersion energy (and the
corresponding exchange-dispersion energy) is not accounted
for by the Hartree-Fock method.34 For instance, early self-
consistent field (SCF) calculations of Cioslowski for H2@C60

yielded incorrectly the instability of this complex.35

Another popular method of accounting for the electron
correlation is the DFT approach. The commonly employed
DFT in its local density approximation or generalized
gradient approximation variant is not an ab initio method,
and the accuracy of reproducing the electron energy is
strongly dependent on the quality of the functionals used. It
is well-known that the DFT approach with commonly used
functionals often strongly underestimates36 the stabilizing
dispersion interaction (and a smaller destabilizing exchange-
dispersion contribution) and that a neglect of this part of the
interaction energy can lead to qualitatively incorrect results
(e.g., destabilization instead of the stabilization effect). It
should be also stressed that the existence of a multitude of
DFT functionals makes it very difficult for a nonspecialist
to select the best one for his or her particular purpose,
although recent comprehensive studies on the quality of
various functionals for several classes of nonbonding interac-
tions provide some general guidelines.37 This situation
results, unfortunately, in a broad misuse of functionals,
leading to many erroneous conclusions. However, at present
the reason why most functionals are incapable to describe
dispersion interactions is well-known38 and several solutions
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to this problem exist, the most sophisticated of which are
possibly the ones which derive nonlocal orbital functionals
from many-body perturbation theory,39 coupled cluster
theory,40 or the fluctuation-dissipation theorem DFT.41

Another practical solution to the dispersion energy problem
with DFT is to use empirical damped multipole expansions
of the dispersion energy as a correction term to the DFT
energy (see, for example, refs 42-44). In these methods,
the dispersion coefficients are often calculated as combina-
tions of atomic dispersion coefficients and thus the dispersion
energy can be estimated very efficiently. It has to be added,
though, that the dispersion energy obtained in this way should
not be confused with the dispersion energy from an
intermolecular perturbation theory and has in fact no physical
meaning. To our best knowledge, the most popular method
from this class (i.e., the DFT+Disp method of Grimme42,43)
has not been used to study the stability of endohedral
complexes of fullerenes yet. Another modification of the
standard DFT method, known as DFT with tight binding
(DFTB+),44 correctly yields only one hydrogen molecule
stabilized inside the C60 fullerene;45 however, the latter
authors claimed the stability of the highly strained endohedral
complexes with up to 20 H2, which, according to model
considerations and available experimental results, cannot be
obtained.

The existence of some new promising DFT functionals,
which are especially designed to imitate the nonbonding
interactions, should be also mentioned here. One of these
functionals (MPWB1K,46 thorougly tested by Zhao and
Truhlar37) has been recently used by Slanina et al.47 to
estimate the stabilization energies of H2, Ne, and N2 inside
theC60 cavity. Inagreementwith theexperimentalevidence,11,48

MPWB1K predicts that these complexes are stable. The
values of the MPWB1K stabilization energies are similar to
values obtained from the second-order Møller-Plesset (MP2)
and spin-component-scaled MP2 (SCS-MP2)49 calculations.
However, as the authors of ref 47 notice, the MPWB1K
functional does not provide a correct description of stacking
interactions (like those between two benzene molecules), and
therefore it cannot be excluded that sensible values of the
interaction energies for three endohedral complexes studied
there are just a result of an accidental error cancellation.
Additionally, it is known that for complexes involving
aromatic molecules the MP2 method often gives too large
values of the attractive interaction energies,50 and therefore
a good agreement with MP2 cannot be viewed as an ultimate
proof of the usefulness of the MPWB1K functional for such
cases.

Unfortunately, DFT with standard functionals is still
utilized to calculate energies of endohedral fullerene com-
plexes without taking into account a missing dispersion
component of the interaction energy. Among several such
works dealing with the stabilization effect for hydrogen
molecules in the C60 fullerene, one can list, for example,
articles of Yang,51 Pupysheva et al.,9 and Lee and McKee.52

These authors claim to find stable51,52 or metastable9

structures involving numerous H2 molecules (plus eventually
partly chemisorbed species) inside C60 using standard DFT
functionals, although in the Yang and Lee and McKee articles

starting from the second added hydrogen molecule the energy
of the complex is higher than the sum of the energies of
isolated molecules. In the work of Pupysheva et al., two H2

molecules are stabilized inside C60, and for the number of
hydrogen molecules in the fullerene cage greater or equal
to 15 a partial chemisorption has been obtained yielding
unphysically long CH bond of even 1.20 Å. Yang inserted
up to 29 hydrogen molecules into the C60 cage and claimed
that only for 29 guests the cage will be broken. He also
modeled the hydrogen entrance into the cage, stating that
19 H2 molecules can pass through a small opening involving
nine bonds. This result contradicts the experimental studies53

on the orifice size enabling the entrance of one hydrogen
molecule inside C60. The paper by Yang51 has been criticized
by Dolgonos,54 who pointed to the unreliability of the DFT
calculations in this case and to very short distances between
the seemingly “nonbonded” hydrogen atoms. The Yang reply
to the comment of Dolgonos has been unsubstantial.55 Lee
and McKee studied the reactivity of up to six H2 molecules
inside C60 using DFT and MP2 methods with unreliably small
basis sets. Also, HH distances of 1.6 Å reported by Lee and
McKee52 are certainly too small and should lead to a
considerable repulsive destabilization of the systems under
consideration. The analyses by the latter authors and Pupy-
sheva et al. of the pressure inside the fullerene cage filled
with numerous hydrogen molecules seem immaterial since,
as discussed earlier, these complexes cannot be realized. It
should be stressed that if an endohedral complex with two
or even more endohedral H2 molecules had been formed,
then, despite a high strain, it would not decompose unless
the strain of the complex distributed over the whole cage
would be sufficiently large to break it. However, no process
that could provide complexes with more than one guest inside
C60 seems feasible. On the other hand, recent claims9,52 that
endohedral fullerene complexes with hydrogen molecules can
be of use for hydrogen storage seem unfounded, since the
release of guest hydrogen molecules should lead to an
irreversible cage destruction. A recent idea to store hydrogen
in chemically opened fullerene cages56 could be a route to
overcome this obstacle.

In this work, the endohedral C60 complexes involving one
or two hydrogen molecules will be investigated using a
computationally efficient variant of intermolecular symmetry-
adapted perturbation theory (SAPT),57 which allows one to
reliably estimate the interaction energies in the H2@C60 and
2H2@C60 species. A simultaneous study of these two
complexes allows us to investigate a delicate balance between
the dispersion and repulsion energies, which dominate in the
intermolecular interactions for these two species, thus
demonstrating the applicability of the latter method for such
complicated cases.

Methods

Let us consider the interaction of two or three closed-shell
molecules (denoted A, B, C). In general, the interaction
energy of m molecules A, B, C,... is defined as a difference,

Eint(ABC...) ) EABC... - (EA + EB + EC + ...) (1)

where EA,B,C... is the energy of the complex ABC... and EX

is the energy of the molecule X (X ) A, B, C, ...). The
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interaction energy of the three molecules A, B, and C can
be separated into the additive and nonadditive parts:

Eint(ABC) ) Eint[2, 3] + Eint[3, 3] (2)

where [n,m] denotes the n-body contribution for the complex
of m molecules. The additive part Eint[2,3] is thus defined
as a sum of interaction energies of all pairs:

Eint[2, 3] ) Eint(AB) + Eint(BC) + Eint(CA) (3)

and the nonadditive part Eint[3,3] accounts for a modification
of the interaction caused by the third partner. Note that in
eqs 1-3 the intramolecular geometry parameters of A, B,
and C have not been changed when calculating energies of
complexes (i.e., no geometry relaxation is taken into ac-
count).

Equations 1-3 directly define the so-called supermolecular
approach (sometimes called supramolecular one) for the
calculation of interaction energies. In the supermolecular
method, one calculates energies of all molecules and
complexes (A, B, AB, etc.) by a given method and just makes
the appropriate subtractions, according to eqs 1-3. Although
appealing at first look, this approach has several disadvan-
tages (see, for example, ref 58 for a detailed discussion).
However, if a suitable theory is selected for the calculation
of the electron energies and if the counterpoise correction
of Boys and Bernardi59 is used, the supermolecular approach
can produce reliable potential energy surfaces (PES) for the
van der Waals complexes.

It should be noted parenthetically that endohedral species
such as H2@C60 are untypical examples of the van der Waals
complexes since they cannot be separated into their constitu-
ent parts without the cage breaking. However, from the
theoretical point of view there is no difference in a treatment
of the endo- and exohedral van der Waals species.

SAPT Treatment of the Interaction Energy of Two
Molecules. Another well-established approach for the cal-
culation of the interaction energy for two closed-shell
molecules is symmetry-adapted perturbation theory.57,60 In
SAPT, the interaction energy is obtained directly as a sum
of well-defined physical contributions and not as a difference
between two similar numbers (see eq 1). Up to the second
order in terms of the intermolecular interaction operator V
) HAB - HA - HB (where HX is the electron Hamiltonian
of a molecule or a complex X,X ) AB, A, B), these
contributions comprise: the first-order electrostatics (Eelst

(1) ),
second-order induction (Eind

(2)) and dispersion (Edisp
(2) ) energies,

and their exchange counterparts: first-order exchange (Eexch
(1) ),

second-order exchange-induction (Eexch-ind
(2) ) and exchange-

dispersion (Eexch-disp
(2) ), accounting for the electron tunneling

between the interacting constituent molecules. The SAPT
method up to the second order in V gives the main part of
the interaction energy. As an estimation of the higher-order
induction and exchange-induction energies, the Hartree-Fock
“delta” correction term δEHF is usually utilized.34,61 Sum-
marizing, the interaction energy in SAPT is calculated as:

Eint
SAPT ) Eelst

(1) + Eind
(2) + Edisp

(2) + Eexch
(1) + Eexch-ind

(2) +

Eexch-disp
(2) + δEHF (4)

To calculate the energy contributions listed above, the exact
wave functions of molecules A and B should be known in
principle. Since usually these solutions are not available, one
has to resort to some approximate methods. The simplest
solution is the utilization of the Hartree-Fock (HF) deter-
minants, in which case the so-called SAPT(HF) method is
obtained. In this method, the effect of the electron correlation
inside the A and B molecules is completely neglected. Thus
far, three methods have been developed which enable to
include the effect of the electron correlation inside the
interacting molecules: (i) historically the first and the most
popular SAPT(MP) approach,62,63 where the molecules A
and B are treated by Møller-Plesset (MP) theory, (ii)
SAPT(CC) approach,64 developed by Korona and Jeziorski,
where these molecules are described at the coupled cluster
level (see also early works63,65), and (iii) the SAPT method
with intramolecular electron correlation described by DFT.
Only the latter method can treat molecules of the fullerene
size, and therefore it will be described below in more detail.

A possibility of using DFT to account for the intramo-
lecular correlation in SAPT was first pointed out in ref 66.
The formalism of the DFT-SAPT method has been developed
independently in two groups: Hesselmann and Jansen67,68

and Misquitta et al.69 The implementation of DFT-SAPT,
followed by a recent inclusion of the density-fitting (DF)
formalism70 for the calculation of two-electron repulsion
integrals, allows one to extend treatable sizes of molecules
by an order of magnitude. In particular, a DFT-SAPT
calculation for a molecule of the C60 size has become
feasible. The idea of DFT-SAPT consists in using the
Kohn-Sham (KS) and the coupled-perturbed KS (CKS)
orbitals instead of the HF and coupled-perturbed HF orbitals
in SAPT(HF). In this way, the electron correlation of
molecules A and B, present in DFT orbitals, is taken into
account in SAPT at cost of the SAPT(HF) method. It should
be stressed that DFT-SAPT is a different method from the
supermolecular DFT and that the individual interaction
energy terms in DFT-SAPT cannot be obtained from an
energy decomposition of the supermolecular DFT energy.
In particular, DFT-SAPT accounts correctly for the dispersion
effect, since the dispersion and exchange-dispersion energies
are calculated as the corresponding SAPT corrections. The
accuracy of the DFT-SAPT method has been recently
confirmed by a comparison with benchmark SAPT(CC)
calculations64 and with the supermolecular CCSD(T) ap-
proach (see, for example, ref 71).

Interaction Energies of Three Molecules. The SAPT
method has been extended for the interaction of three
molecules in ref 72. In this approach, apart from the
calculation of the usual SAPT interaction energies for three
pairs of the complexes (AB, BC, and CA), one has to obtain
the nonadditive contributions to the interaction energy.
However, the program which calculates these corrections is
strongly limited to small molecules. Fortunately enough, it
can be demonstrated that an approximate sum of some of
these corrections is incorporated, along with some higher-
order corrections, in the nonadditive part of the supermo-
lecular interaction energies, calculated at various levels of
the supermolecular approach. Recently, using this feature,
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Podeszwa and Szalewicz73 developed two hybrid schemes
for calculating these contributions. Both schemes divide the
nonadditive interaction energy into two parts: one calculated
by the supermolecular approach and another part calculated
by perturbation theory. For this study, we selected the scheme
denoted in ref 73 as MP2+SDFT. In the MP2+SDFT
approach, the nonadditive part of the interaction energy is
calculated as a sum of the MP2 supermolecular nonadditive
interaction energy Eint

MP2[3,3] and the perturbational three-
body dispersion energy Edisp

(3) (CKS)[3,3], calculated from the
CKS propagators of constituent molecules

Eint[3, 3] ) Eint
MP2[3, 3] + Edisp

(3) (CKS)[3, 3] (5)

It was stated in ref 73 that the Eint
MP2[3,3] term provides an

estimation for the following nonadditive contributions: first-
order exchange, second- and higher-order induction and
exchange-induction, and a third-order mixed induction-
dispersion terms. The third-order dispersion correction Edisp

(3)

is absent in the supermolecular MP2 method, and it should
be therefore calculated separately. It should be stressed that
at least third-order Møller-Plesset theory (MP3) is required
to account for Edisp

(3) , which for the nonpolar species is a
dominant nonadditive long-range effect. Summarizing, the
total interaction energy in the hybrid scheme is obtained as
a sum of the following contributions:

Eint
hybrid ) Eint

SAPT(AB) + Eint
SAPT(BC) + Eint

SAPT(CA) +

Eint
MP2[3, 3] + Edisp

(3) (CKS)[3, 3] (6)

Computational Details

All calculations were performed with the development
version of the MOLPRO suite of programs.74 In addition to
the DFT-SAPT calculations, supermolecular calculations
were performed with the MP2, SCS-MP2,49 and dispersion-
corrected DFT functional using the damped multipole
expansion scheme developed by Grimme43 to assess the
quality of these methods in comparison to DFT-SAPT. The
Boys-Bernardi counterpoise correction was used for all
supermolecular calculations.59

DFT Calculations for a Fullerene and a Hydrogen
Molecule. The C60 and H2 molecules in DFT-SAPT were
treated with the PBE functional75 using an additional
asymptotic correction of the exchange-correlation (xc)
potential, as proposed by Grüning et al.76 The utilization of
this correction is crucial in this method, since otherwise the
asymptotic density is in general too diffuse, leading to a poor
description of magnitudes of intermolecular interactions.67,69

This asymptotic correction is currently performed using a
scheme which connects the respective xc potential in the bulk
region with an asymptotic xc potential (having a Coulom-
bic - 1/r behavior) by shifting the bulk potential by the so-
called derivative discontinuity (i.e., the difference between
(negative) ionization potential and HOMO energy of the
underlying xc functional). For the case of the C60 molecule,
the value of this correction was set to 0.0641 hartree and
for the hydrogen molecule to 0.185 hartree. These values
were obtained from the experimental vertical ionization
potentials of C60 (0.279 hartree)77 and H2 (0.566 hartree)78

and the corresponding HOMO energies of both systems using
the PBE xc functional in the TZVPP basis set (-0.215 and
-0.381 hartree, respectively). The latter functional was also
used in the DFT+Disp method.43

A total nonadditive contribution to the interaction energy
was calculated by the MP2+SDFT method. Additive (i.e.,
two-body) contributions were calculated by DFT-SAPT.
Because of the absence of the basis-set superposition error59

in the perturbational approach, the H2 · · ·H2 and H2@C60

interaction energies in the 2H2@C60 complex can be calcu-
lated without using the basis on the ghost molecule. In this
way, we can utilize the results from the H2@C60 calculations.
The additive contributions of the third order were neglected
in the present study, unless they are present in the δEHF term.

The core electrons (1s) for carbon atoms were frozen in
all correlated calculations.

Choice of the Basis Set and Complex Geometries. The
selection of a proper orbital basis set is crucial to obtain
reasonable results. Because of the size of the system,
we had to find a balance between the accuracy and the
computational cost of the method. After some testing, we
found that the TZVPP basis set79,80 is the smallest reliable
basis for our purposes. The corresponding cc-pVTZ/JKFIT81

DF auxiliary basis set was used for the calculation of
Coulombic and exchange integrals in SCF and the first-order
interaction energy contributions while all doubly external
integrals and all xc-type integrals occurring in the second-
order DFT-SAPT were computed using the TZVPP/
MP2FIT82 fitting basis set. With these basis sets, the
calculations for a single DFT-SAPT point (without the δEHF

correction) take about 5.5 days on Opteron/2 GHz and 2.5
days on Woodcrest/2.4 GHz computers.

The CC bond lengths of 1.458 and 1.401 Å were
assumed83 for the bonds in a pentagon ring and those
between pentagon rings which, due to the Ih symmetry, fully
determine the C60 geometry. As recommended in ref 84, we
use the value of the vibrationally averaged RH-H of 0.7668
Å. In view of the large size of the complexes under study,
their full PES values could not be calculated. Instead, only
few potentially interesting geometries of these two species
were analyzed. For the H2@C60 complex, these geometries
comprise three orientations relative to a selected pentagon
ring of the fullerene (with the geometrical center of the
hydrogen molecule lying on the fivefold symmetry axis of
this pentagon), and two orientations related to a selected
hexagon ring of the fullerene (with the geometrical center
of the hydrogen molecule lying on the threefold symmetry
axis of this hexagon). These orientations will be denoted as:

TP, a hydrogen molecule perpendicular to a selected
pentagon ring;

PP, a hydrogen molecule parallel to a selected pentagon
ring, H2 lies in one of five symmetry planes of this pentagon;

SP, a hydrogen molecule forming the angle 45° to a
selected pentagon ring; as in the case of the PP mutual
orientation, H2 lies in one of five symmetry planes of this
pentagon;

TH, a hydrogen molecule perpendicular to a selected
hexagon ring;
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PH, a hydrogen molecule parallel to a selected hexagon
ring, H2 lies in one of three symmetry planes of this hexagon.

These orientations are also depicted in Figure 1. For each
of these orientations, several distances r from the center of
mass of the hydrogen molecule to the center of the fullerene
were used. In two cases also distances r > 3.5 Å were taken
into account, which correspond to the C60 complex with a
hydrogen molecule outside the cage.

To select potentially interesting structures of 2H2@C60,
we first analyzed the CCSD(T) potential energy surface of
the H2 dimer, published recently by Hinde.85 The global
minimum for this system (-0.467 kJ/mol) occurs for a
perpendicular (T) structure (θ1 ) 90°, θ2 ) 0°, coordinates
defined in ref 85) at a distance of 3.36 Å between the
geometrical centers of hydrogen molecules. To select reveal-
ing guest positions in the 2H2@C60 complex, it is also
important to know at which point the interaction energy of
the H2 · · ·H2 dimer is equal to zero. For the case of the
T-structure, this happens at 2.92 Å. The minimum is only
slightly shallower (-0.436 kJ/mol) for the skew (S) structure
(θ1 ) 45°, θ2 ) 45°, φ ) 0°) with the zero point at 2.95 Å.
We also found that it will be of interest to check two
“crossed” orientations: X1 (θ1 ) 90°, θ2 ) 90°, φ ) 72°)
and X2 (θ1 ) 90°, θ2 ) 90°, φ ) 60°). The selected
structures of the H2 dimer were inserted into the fullerene
molecule, so that (i) both hydrogen molecules are equidistant

from the center of C60, (ii) they are placed at the orientations
previously used for H2@C60, and (iii) their geometrical
centers lie on the same symmetry axis of fullerene. In this
way, the following structures with two guest molecules were
selected (the unspecified details of geometries are the same
as for the H2@C60 case):

TP, a first hydrogen molecule parallel to a selected
pentagon ring, the second one perpendicular to it (both H2

forming the T-structure);
SP, both hydrogen molecules forming the 45° angle with

a selected pentagon ring (both H2 forming the S-structure);
XP, both hydrogen molecules parallel to a pentagon ring

form the X1 structure;
XH, both hydrogen molecules parallel to a hexagon ring

form the X2 structure.
These orientations are depicted in Figure 2.

Results and Discussion

C60 with One Hydrogen Molecule. The DFT-SAPT
interaction energies for the complex of C60 with one H2

molecule as a function of a distance from the cage center
are presented in Table 1. The examination of this table
reveals that there is a small stabilization effect for the
endohedral complex of one hydrogen molecule with C60. This
effect is not large, since the minimum depth is equal to
-19.35 kJ/mol, and already at r ) 1.0 or 1.1 Å (depending
on orientation), the interaction energy becomes positive.
From the five orientations studied in this work, TH gives
the lowest interaction energy, corresponding to the largest
stabilization, although the differences between various
orientations are very small, especially in the center of the
fullerene cage. It is interesting to note that there is a shallow
secondary minimum (or a saddle point) for the PH orienta-
tion, shifted by about 0.1 Å from the center. Another
minimum region for this species occurs for the exohedral

Figure 1. Studied orientations of one hydrogen molecule
inside the fullerene molecule.

Figure 2. Studied orientations of two hydrogen molecules
inside the fullerene molecule.
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complex at r ≈ 6.5 Å, but in this case the stabilization energy
is too small to enable the complex stability at room
temperature.

A detailed division of the SAPT interaction energy into
components and interaction energies obtained by the super-
molecular MP2, SCS-MP2, and DFT+Disp43 approaches are
presented in Table 2 for the PP orientation (a parallel
orientation was selected for a more detailed analysis since
it turns out that this orientation is preferred for the 2H2@C60

case). The energy components for TH, TP, SP, and PH
orientations are very similar to the presented ones and are
given in the Supporting Information. A distance dependence
of the SAPT corrections for the PP orientation is depicted
in Figure 3.

Let us first focus on the supermolecular interaction
energies presented in Table 2. An inspection of these data
indicates that the MP2 method overestimates the complex
binding, which is the common behavior of MP2 for the
interaction involving aromatic rings,50 while SCS-MP2 is
in a much better agreement with DFT-SAPT. Next, let us
look at the results of the DFT+Disp method of Grimme. It
can be observed that DFT+Disp performs well at the center,
but for larger distances Eint

DFT+Disp increases less steeply than
Eint

SAPT. The reason for such a behavior of the DFT+Disp
method can be ascribed to the “dispersion” contribution of
the latter method which rapidly decreases as the H2 molecule
approaches the cage wall. As a result, too much space is
available for the hydrogen molecule according to the Grimme
method. In the strong repulsive region of r > 1.5 Å, the
correspondence of DFT+Disp with DFT-SAPT improves
because of the switching on the damping function in the
DFT+Disp method and a decrease of the dispersion contri-
bution as compared to the other contributions in the super-
molecular PBE interaction energy. This behavior is also
found for other orientations studied and leads to the conclu-
sion that the DFT+Disp method may not be accurate enough

to study PES of endohedral hydrogen molecules in the C60

cage. However, we observed that the agreement of DFT+Disp
with our DFT-SAPT reference data can be considerably
improved by a modification of the damping parameter R from
20.0 to 9.2 and the prefactor s6 from -0.75 to -0.63 of the
underlying original Grimme model.43 While an application
of this path may certainly not be advisible in general, it could
provide a possible option to investigate the potential energy
surface using a quantum chemistry method less expensive
than MP2 or DFT-SAPT.

Let us analyze the behavior of the components of the
SAPT interaction energy. The stabilization effect in the center
of C60 comes mainly from the dispersion energy, while the
first-order exchange energy gives the most important repul-
sive contribution. This trend continues as we approach the
cage wall: both corrections grow in absolute values, but the
dispersion effect increases slower, and finally the first-order
exchange energy prevails leading to the repulsive character
of the interaction. The induction energy is almost as
important as the dispersion energy, but it is strongly damped
by its exchange counterpart (this is a common effect for the
short-range induction contribution; see, for example, ref 86).
Nonetheless, for r > 1.5 Å the effective Eind

(2) + Eexch-ind
(2)

contribution becomes more important than the dispersion
energy.

The above analysis shows that great care should be
exercised when modeling PES for endohedral fullerene
complexes with a simple repulsion+dispersion model (see,
for example, ref 87), since neglected short-range terms may
become as large as the included ones, when approaching the
cage wall.

An examination of Figure 3 reveals that for the PP
orientation there is a shallow well in the attractive region
and a steep repulsive potential wall for larger r, where the
guest approaches the host cage. A similar pattern is found
for other orientations. Table 1 shows that the center of the
well is practically isotropic and large enough to allow for
an almost free rotation of the H2 guest. Anisotropy becomes
more pronounced for larger distances (i.e., closer to the cage
wall). A comparison of the data from the Supporting
Information allows us to conclude that, as expected, the
dispersion and exchange-dispersion energies are the most
isotropic SAPT terms, while the first-order exchange, induc-
tion, and exchange-induction energies exhibit the largest
anisotropy. However, even at r ) 1.5 Å (highly repulsive
region) this anisotropy does not exceed a few percent (e.g.,
first-order exchange corrections for the PH and TP orienta-
tions differ by 18% for this distance).

Let us analyze how the just presented results can be used
to select the most interesting geometries describing the
2H2@C60 complex. In view of the data from Table 1, shifting
of a hydrogen molecule from the center by more than 1.0 Å
will cause a strong repulsion from carbon atoms. This means
that two hydrogen molecules in the fullerene cage can be
separated by at most 2 Å, otherwise a strong repulsion from
the cage wall will result. However, the PES for two hydrogen
molecules is highly repulsive for such a small distance.85

On the other hand, the PES for the H2 dimer passes through
zero at about 3 Å. If two hydrogen molecules are placed on

Table 1. DFT-SAPT Interaction Energy for Selected
Orientations of the H2@C60 Complexa

r/orientation PP TP SP TH PH

0.00 -19.26 -19.26 -19.30 -19.35 -18.59
0.10 -19.25 -19.12 -19.14
0.20 -18.89 -18.68
0.25 -18.68 -18.79 -18.62 -18.87 -18.76
0.30 -18.52 -18.38
0.50 -17.25 -16.67 -16.78 -16.56 -17.08
0.75 -12.29 -10.78 -11.46 -11.23 -12.21
0.80 -9.88 -9.07
0.90 -7.09 -4.41 -6.91
1.00 -1.74 1.71 -0.25 0.64 -1.99
1.10 5.44 9.90 8.30 4.97
1.25 19.67 27.19 23.12 24.22 19.42
1.50 62.61 76.00 68.37 68.18 59.88
1.75 142.55 163.39
2.00 283.67 310.91
5.00 173.49
6.00 1.25 4.38
6.50 -3.07 -2.24
7.00 -1.64 -2.17
8.00 -0.60 -0.82

a Energy values in kilojoules per mole (1 millihartree ) 2.6255
kJ/mol); distances in angstroms. Note that for distances r > 3.5 Å
the complex is exohedral.
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the opposite sides from the center of C60, at a distance r )
1.5 Å each, they will exhibit a strong repulsion from the
cage wall, but the hydrogen molecules will not repel each
other. Therefore, the most interesting geometries for the
2H2@C60 complex are those with hydrogen molecules at
distances from 1.0 to 1.5 Å from the C60 center. In this
region, a minimum of the 2H2@C60 interaction energy should
be expected.

Accuracy of the Present Calculations. The DFT-SAPT
approach is far too expensive to perform a geometry
optimization of the H2@C60 and 2H2@C60 complexes, raising
questions about the accuracy of our results. The problem is

especially important in the latter case, in which strain should
lead to the bond-length distortion. To address this issue, we
performed several additional test calculations.

The most important question to be answered is: Does an
appropriate deformation of the host and/or guest allow the
insertion of a second H2 molecule into C60? As already noted,
the optimization of the geometry is out of the question in
our case, and therefore we tackled this problem in another
way. We unphysically enlarged the fullerene cage by
increasing all carbon-carbon distances by 5% and calculated
the interaction energy for the TP orientation and distances
r ) 1.1 and 1.25 Å. The resulting DFT-SAPT interaction
energies are equal to -1.52 and +4.85 kJ/mol, respectively.
This simple test shows that the unphysically large blowup
of the cage shifts the zero point of PES from about 1.0 to
ca. 1.2 Å, the value still too small to avoid a repulsion
between two hydrogen molecules. Therefore, it seems highly
improbable that much smaller changes in the geometry of
C60 during the geometry optimization would allow a de-
formed H2@C60 to accept one more hydrogen molecule.
Additionally, we found that a change in the distance between
the hydrogen atoms (RH-H ) 0.7408 Å) has a negligible
effect of 0.1 kJ/mol on the DFT-SAPT energy for the PP
orientation at r ) 1.0 Å. Summarizing, these data strongly
indicate that neither a deformation of the host nor that of
the guest would result in stabilizing of the complex of C60

with two hydrogen molecules.

Finally, the basis set effects were analyzed by performing
the DFT-SAPT calculations in a sequence of DZP, TZVP,
and TZVPP basis sets for the TP orientation at r ) 0. The
results presented in Figure 4 indicate that the quality of the
dispersion energy depends crucially on the basis set used,
while all other SAPT corrections are almost saturated even
for the smallest DZP basis set. However, because of the
importance of the dispersion energy the DZP basis set cannot
be used for the H2@C60 complex, as it recovers only 61%
of the TZVPP dispersion term. On the other hand, the TZVP
Edisp

(2) energy is much closer to the TZVPP value (its absolute

Table 2. Components of the DFT-SAPT Interaction Energy for the PP Orientation of the H2@C60 Complexa

r E elst
(1) E exch

(1) E ind
(2) E exch-end

(2) E disp
(2) E exch-disp

(2) δE HF E int
SAPT E int

MP2 E int
SCS-MP2 E int

DFT+Disp

0.00 -7.20 21.16 -5.02 4.50 -36.09 4.13 -0.74 -19.26 -30.69 -21.58 -21.27
0.10 -7.34 21.54 -5.16 4.63 -36.38 4.21 -0.76 -19.25 -30.65 -21.52
0.20 -7.77 22.70 -5.54 4.99 -36.81 4.35 -0.80 -18.89 -30.54 -21.31
0.25 -8.10 23.58 -5.82 5.24 -37.20 4.46 -0.85 -18.68 -30.44 -21.14 -21.11
0.30 -8.49 24.65 -6.16 5.55 -37.81 4.62 -0.89 -18.52 -30.31 -20.93
0.50 -11.12 31.71 -8.66 7.79 -41.34 5.54 -1.17 -17.25 -29.29 -19.39 -20.60
0.75 -17.58 48.81 -14.66 13.15 -47.59 7.39 -1.81 -12.29 -25.76 -14.84 -18.65
0.80 -19.53 53.91 -16.65 14.89 -47.83 7.30 -1.98 -9.88 -24.54 -13.35
0.90 -24.29 66.30 -21.83 19.39 -53.31 9.00 -2.35 -7.09 -21.29 -9.52
1.00 -30.28 82.02 -27.82 24.47 -57.90 10.50 -2.74 -1.74 -16.68 -4.23 -11.28
1.10 -38.15 102.45 -36.57 31.74 -63.12 12.14 -3.05 5.44 -10.23 3.00
1.25 -54.38 144.78 -55.84 47.02 -73.99 15.10 -3.02 19.67 4.29 18.90 10.52
1.50 -99.70 262.47 -114.98 89.25 -97.96 21.35 2.18 62.61 48.95 66.59 58.43
1.75 -181.44 476.85 -234.40 156.91 -133.36 28.20 29.79 142.55 137.56 159.39
2.00 -316.84 846.93 -447.64 230.62 -182.68 31.32 121.97 283.67 298.85 326.50
6.00 -7.66 24.68 -5.78 5.24 -15.93 2.47 -1.78 1.25 -0.38 2.45
6.50 -2.00 5.64 -0.76 0.69 -6.99 0.69 -0.34 -3.07 -3.62 -2.23
7.00 -0.02 1.23 -0.14 0.12 -2.99 0.18 -0.02 -1.64 -2.51 -1.83
8.00 0.06 0.05 0.00 0.00 -0.63 0.01 -0.09 -0.60 -0.77 -0.60

a The total DFT-SAPT energy, as well as MP2, SCS-MP2, and DFT+Disp interaction energies are also given. Energy values in kilojoules
per mole; distances in angstroms. Note that for distances r > 3.5 Å the complex is exohedral.

Figure 3. Components of the interaction energy for the PP
orientation of H2@C60. Energy values are in kilojoules per
mole, distances are in angstroms.

1592 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Korona et al.



value is smaller by 12%), allowing us to draw a conclusion
that the presented results should be reliable. The remaining
error resulting from the unsaturation of the basis can be
conservatively estimated as about 15%.

C60 with Two H2 Molecules. The results of the calcula-
tions of the interaction energy of fullerene and two hydrogen
molecules are presented in Table 3. In this table, in addition
to the total interaction energy Eint

hybrid, also the following
quantities are presented: a sum of the DFT-SAPT interaction
energies of the first and second hydrogen molecule with the
fullerene, the DFT-SAPT interaction energy for the dimer
of the hydrogen molecule, the MP2 nonadditive contribution,
and the nonadditive CKS third-order dispersion term. The
total supermolecular MP2 interaction energy is also listed
for comparison.

An examination of Table 3 shows that three-body effects
for this case are rather small (less than 10% of the total
interaction energy). Usually MP2 and third-order dispersion
nonadditive effects are of the opposite signs, which makes
the total nonadditive contribution even smaller. The third-
order dispersion energy is found to be insignificant for almost
all tested geometries. However, the MP2 supermolecular
method cannot be used for the 2H2@C60 case, anyway, since
the two-body energies predicted by MP2 are too attractive
for H2@C60 in comparison to the DFT-SAPT reference
values.

The shape of the 2H2@C60 potential is determined by the
two-body effects. The anisotropy of the three-body interac-
tion energy is quite pronounced. In all tested cases, the
interaction energy is positive, denoting that the endohedral
complex of fullerene with two H2 molecules is not stabilized.
The minimum repulsion (ca. 24.7 /kJ/mol) occurs for both

“crossed” structures for hydrogen molecules at distance of
2.0 Å from each other and of 1.0 Å from the center of C60.
It is noteworthy that these two orientations are different from
the global-minimum orientation of the H2 dimer (correspond-
ing to the TP structure).85 Evidently, the TP orientation is
more repulsive (ca. 32.8 kJ/mol) since in such an orientation
one hydrogen atom (of the H2 molecule perpendicular to a
pentagon ring) “touches” the cage wall sooner than in the
case of the parallel orientation. Thus, for the “crossed”
structures, the minimum is a result of an interplay of the
two-body interaction energies of the H2 · · ·H2 and H2@C60

species. It seems unlikely that interaction energies of other
orientations would be significantly lower than the tried ones.
Therefore, one can conclude that the present method does
not yield the stabilization of the 2H2@C60 complex. It can
also be observed that Eint

MP2 predicts falsely a small stabiliza-
tion effect for “crossed” structures, which can be explained
by too attractive interaction energies predicted for H2@C60

(Table 2 and the Supporting Information).
In view of the recent synthesis of two hydrogen molecules

in a closed C70 cage,18 we performed the DFT-SAPT
calculations for several points of PES for the 2H2@C70

complex. Because of the limitations of our third-order

Figure 4. Basis set dependence of the SAPT components
for the TP orientation of H2@C60 at distance r ) 0. Energies
are in kilojoules per mole.

Table 3. Components of the Interaction Energy for Various
Orientations of Hydrogen Molecules in the 2H2@C60

Complexa

r
∑E int

SAPT

(H2@C60)b
E int

SAPT

(H2 · · ·H2) E int
MP2[3,3] E disp

(3) (CKS)[3,3] E int
hybrid E int

MP2

TP
0.50 -33.92 537.66 -1.04 -6.34 496.35 583.51
0.75 -23.07 133.97 4.46 -2.08 113.27 104.53
0.80 -18.95 100.56 4.69 -1.66 84.64 68.14
0.90 -11.50 55.22 4.63 -1.07 47.28 23.51
1.00 -0.04 29.18 4.19 -0.58 32.75 0.45
1.10 15.33 14.64 3.63 -0.25 33.35 2.97
1.25 46.86 4.77 2.85 -0.17 54.31 23.92
1.50 138.60 0.36 2.10 -0.03 141.03 116.52
1.75 305.94 -0.19 1.94 -0.05 307.65 305.65

XP
0.50 -34.51 469.32 0.59 -25.23 392.71 490.25
0.75 -24.58 120.33 4.47 -3.42 96.81 85.43
0.90 -14.18 48.97 4.08 -0.55 38.31 13.19
1.00 -3.49 25.98 3.59 -1.18 24.91 -3.16
1.10 10.87 13.44 3.12 -0.91 26.53 -4.11
1.25 39.33 4.81 2.56 -0.22 46.49 15.32
1.50 125.22 0.71 2.10 -0.18 127.85 100.21

SP
0.50 -33.56 460.05 0.77 -7.99 419.27 496.42
0.75 -22.92 132.00 4.32 -2.45 110.95 100.79
1.00 -0.50 29.37 3.86 -0.88 31.85 4.10
1.25 46.23 4.97 2.61 -2.63 51.18 23.19
1.50 136.73 0.44 1.97 -0.15 138.98 115.25

XH
0.50 -34.16 476.35 0.48 -7.08 435.59 497.80
0.75 -24.42 121.31 4.39 -2.80 98.48 86.46
0.90 -13.82 49.34 3.99 -1.70 37.82 13.56
1.00 -3.98 26.19 3.49 -0.91 24.79 -3.07
1.10 9.95 13.55 3.00 -0.59 25.91 -4.40
1.25 38.85 4.85 2.41 -0.46 45.66 13.86
1.50 119.77 0.73 1.89 -0.24 122.14 92.90

a The total interaction energy E int
hybrid is a sum of additive

DFT-SAPT energies and nonadditive (E int
MP2[3,3] and Edisp

(3) (CKS)[3,3])
energies; see eq 6. The total supermolecular MP2 interaction energy
is listed in the last column. Energy values in kilojoules per mole;
distances in angstroms. b A sum of interaction energies of both
fullerene-hydrogen molecule pairs; see eq 4.
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dispersion code, only the additive part of the interaction
energy was obtained. The geometry of the C70 fullerene was
taken from ref 88. The X1 structure of the H2 dimer was
used with the geometrical centers of H2 lying on the fivefold
symmetry axis of C70, on the opposite sides from the cage
center at distances r ) 1.2, 1.3, 1.4, and 1.5 Å from this
center. The asymptotic shift of the bulk xc potential of the
C70 fullerene was taken as 0.0596 hartree. A smaller TZVP
basis was used. The additive part of the DFT-SAPT energy
for these distances is equal to -16.3, -19.8, -13.6, and
-9.1 kJ/mol, respectively. It can be noted that the largest
(in absolute value) interaction energy still occurs for the
repulsive geometry of the H2 · · ·H2 dimer. Since the result
is obtained in the TZVP basis and the attractive dispersion
energy benefits the most from using the larger TZVPP basis,
it can be estimated that the value of the interaction energy
can be about 10-20% lower in the full basis set limit. The
experience gained from the 2H2@C60 case allows one to
estimate the possible nonadditive effects as at most 10% of
the total interaction energy. Thus, in agreement with the
experimental findings,11,18 the DFT-SAPT approach yields
the stabilization of two hydrogen molecules inserted into the
C70 fullerene and the destabilization of the smaller 2H2@C60

complex.

Summary and Conclusions

The highly accurate DFT-SAPT method with density fitting
used for two-electron repulsion integrals was shown to be
applicable for an analysis of selected points of the potential
energy surface for the nonbonding interactions of the C60

fullerene with hydrogen molecules.
The calculations were performed with DFT-SAPT in a

reasonably large TZVPP orbital basis for selected orienta-
tions of one and two H2 molecules inside the C60 fullerene.
The nonadditive effects were modeled by a recently
proposed hybrid method.73 For the endohedral complex
H2@C60, a small stabilization effect of about 19.4 kJ/mol
(4.6 kcal/mol) was found, with the minimum of PES in
the center of the fullerene. It can be noted that this value
agrees nicely with a recent estimate of Slanina et al.,47

who predicted the stabilization of at least 4 kcal/mol for
this species. The PES of H2@C60 is almost flat in the
vicinity of the cage center and nearly isotropic, especially
in the attractive region. This result is consistent with a
recent theoretical study of the translation-rotation spectrum
of H2 confined in C60,

89 where the first rotational level of
H2@C60 is virtually identical to the level for the free
hydrogen molecule. The hydrogen molecule inside the
fullerene is bound mainly by the dispersion interaction,
while the first-order exchange term represents the main
repulsive component of the interaction energy. However,
other SAPT corrections are far from being negligible. For
instance, the induction energy is of the same order of
magnitude as the dispersion energy, but is strongly
quenched by its exchange counterpart in the vicinity of
the cage center. A small exohedral minimum, expected
on the basis of model considerations, was also observed.

For the 2H2@C60 complex, no stabilization effect was
found. This finding is in agreement with the lack of the

experimental reports of two H2 molecules inside the
opened and closed C60 cage and with only a small amount
of the 2H2@C70 obtained in the mixture with H2@C70.
The lowest repulsion for the 2H2@C60 complex occurs
for the “crossed” orientation of the hydrogen molecules,
which are separated by ca. 2.0 Å from each other.
Interestingly enough, the stabilization of H2@C60 and
destabilization of 2H2@C60 was also predicted by a simple
MM model.16,19 For the same orientation of the hydrogen
molecules in a larger C70 fullerene, separated by 2.6 Å,
the DFT-SAPT method yields the negative interaction
energy, confirming, in agreement with recent experimental
findings, the stability of 2H2@C70. Interestingly, also in
this case the MM method yielded the stabilization of both
H2@C70 and 2H2@C70 species, correctly predicting their
energy difference.19
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Abstract: The reactivity order of 12 anions toward ethyl chloride has been investigated by using
the G2(+) method, and the competitive E2 and SN2 reactions are discussed and compared.
The reactions studied are X- + CH3CH2Cl f HX + CH2dCH2 + Cl- and X- + CH3CH2Cl f
CH3CH2X + Cl-, with X ) F, Cl, Br, HO, HS, HSe, NH2 PH2, AsH2, CH3, SiH3, and GeH3. Our
results indicate that there is no general and straightforward relationship between the overall
barriers and the proton affinity (PA) of X-; instead, discernible linear correlations only exist for
the X’s within the same group of the periodic table. Similar correlations are also found with the
electronegativity of central atoms in X, deformation energy of the E2 transition state (TS), and
the overall enthalpy of reaction. It is revealed that the electronegativity will significantly affect
the barrier height, and a more electronegative X will stabilize the E2 and SN2 transition states.
Multiple linear regression analysis shows that there is a reasonable linear correlation between
E2 (or SN2) overall barriers and the linear combination of PA of X- and electronegativity of the
central atom.

1. Introduction

Base-induced bimolecular elimination (E2) and bimolecular
nucleophilic substitution (SN2) reactions are two fundamental
organic reactions in synthesis. They play an important role
in the development of modern mechanistic physical organic
chemistry.1 In many cases, E2 and SN2 pathways are usually
competitive processes. The SN2/E2 competition in the gas
phase and condensed phase has been exhaustively investi-
gated experimentally2-12 and theoretically13-20 over the past
30 years, which helps us with a better understanding of the

factors controlling the competition between them. For
example, by direct detection of the neutral products, Jones
et al.2 found that elimination was preferred for the gas-phase
reactions between the methoxide ion (CH3O-) and 1-bro-
mopropane (CH3CH2CH2Br). Their results in the gas phase
contrast sharply with those in solution studies,3 which show
an overwhelming preference for SN2. Although the neutral
detection methods could provide useful information, their
applications are restricted by experimental difficulties and
limitations. Later, Gronert el al.5-7 proposed a novel
approach for analyzing the product mixtures to investigate
the gas-phase SN2/E2 competition. By using a double charged
nucleophile (Nu) where the anionic site is nucleophilic and
the other is unreactive, its reaction with alkyl halide will
produce two charged species: a halide ion and an alkylated
(SN2 pathway) or a protonated (E2 pathway) nucleophile.
In this way, two mechanisms can be identified. The reactions
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of dialkyl ethers with bases have been the subject of several
studies. In the early works by DePuy and Bierbaum,8,9 the
flowing afterglow (FA) technique was employed to study
the gas-phase reactions of a series of dialkyl ethers with
amide and hydroxide ions. It was observed that cyclic and
acyclic ethers with �-hydrogens react rapidly in the gas phase
with both NH2

- and OH- by elimination rather than
substitution pathways due to ring-strain release and reaction
exothermicity. In a different study,10 DePuy et al. investi-
gated the gas-phase E2/SN2 competition by measuring the
rate coefficients for the gas-phase reactions of alkyl chlorides
and bromides with a set of nucleophiles, F-, Cl-, RO- (R
) H, CH3, CF3CH2, C2F5CH2), and RS- (R ) H and NH2).
On the basis of their obtained reactivity trends, it was found
that Nus (F- and RO-) involving first-row elements are
capable of undergoing both substitution and elimination,
whereas the second-row Nus (e.g., HS- and H2NS-) are
mainly limited to substitution reactions. Moreover, RS-

induces elimination much less readily than does the RO-

even when the two anions have identical basicities.
In an early theoretical study, Yamabe et al.13 studied the

gas-phase E2 and SN2 reactions of fluoride anion with
fluoroethane by ab initio calculations at the level of HF/3-
21G(+p). Comparison of the two competitive reaction
pathways reveals that the mechanism of E2 reaction and the
geometry of the E2 TS are completely different from those
of the SN2 reaction. Meanwhile, their Hartree-Fock calcula-
tions showed that the activation barrier of the E2 reaction is
higher than that of the SN2 reaction, which is in disagreement
with the experimental results of Ridge and Beauchamp12 on
the F- + CH3CH2F system, where the E2 pathway is more
favored in the gas phase. More recently, Bickelhaupt et al.14

made an ab initio and DFT benchmark study on the E2 and
SN2 reactions of X- + CH3CH2X (X ) F, Cl), indicating
that the anti-E2 pathway dominates for F- + CH3CH2F, and
the backside SN2 pathway is more favorable for Cl- +
CH3CH2Cl, while syn-E2 is the least favorable pathway in
all cases, indicating that a fairly high level of theory is
required in the studies on the SN2 and E2 reactions. Gronert
et al.15-20 carried out a series of comprehensive theoretical
studies on elimination reactions as well as SN2 pathways with
ab initio calculations. Using the G2+ approach, Gronert and
co-workers15 also studied the reaction of F- with CH3CH2F
and concluded that the E2 should dominate because its barrier
is smaller and its pathway is less demanding entropically.
At the level of MP4SDQ/6-31+G(d, p)/HF/6-31(+)G(d),
Gronert et al.16 investigated the reactions of F- and PH2

-

with CH3CH2C1 and discussed the competition between SN2
and E2 mechanisms for the first- and second-row nucleo-
philes. Their theoretical results indicated that the first-row
Nus are well-suited for both SN2 and E2 reactions, whereas
second-row Nus with similar basicity are more confined to
SN2 reactions, which is consistent with the results of the
aforementioned gas-phase experimental studies by DePuy
et al.10 The enhanced reactivity of fluoride anion could be
rationalized by electron reorganization; that is, less electron
density redistribution during either reaction will lead to a
lower activation barrier. In another study, Gronert and co-
workers evaluated the effect of methyl substitution on E2

and SN2 mechanisms for the gas-phase reactions of F- with
(CH3)2CHCl and CH3CH2CH2Cl at the MP2/6-31+G(d,p)//
HF/6-31+G(d) level. A comparison of the activation barriers
of the SN2 and E2 reactions predicts that elimination will
dominate in the reaction of propyl chloride.17

Recently, several studies have focused on a competitive
reaction system, ClO- + CH3CH2Cl via E2 and SN2
channels. By dual-level generalized transition state theory
and statistical calculations based on high-level correlated
electronic structure calculations using MP2 theory level
and modified aug-cc-pVDZ basis set (MP2/ADZP), Hu and
Truhlar21 quantitatively evaluated the rate constants and
deuterium kinetic isotope effects (KIEs) for the competing
SN2/E2 reactions of ClO- with C2H5Cl or C2D5Cl in the gas
phase. It was predicted that KIEs at room temperature were
“normal” (kH/kD ) 3.1) for the E2 reaction but “inverse”
(kH/kD ) 0.6) for the SN2 reaction. Villano et al.22 measured
the overall reaction rate constants and KIEs for the gas-phase
reactions of RCl + ClO- (R ) CH3, C2H5, iso-C3H7, and
tert-C4H9) using a tandem flowing afterglow-selected ion
flow tube (FA-SIFT) instrument. The experimental reaction
efficiencies (10%)23 and the KIEs (kH/kD ) 0.99 ( 0.01)
for the reaction of ClO- with C2H5Cl were shown to differ
from the theoretical values (28% and 2.4) by Hu et al.,21

suggesting that the SN2 channel is more prominent in
experiment than the calculated prediction. They proposed
that nonstatistical dynamics or errors in the calculation of
the individual KIE or in the branching ratios of the two
channels could account for the discrepancies between experi-
ment and theory, and additional studies were suggested to
describe nucleophilic substitution and elimination reactions
more accurately. To amend the shortage of the theoretical
studies in the condensed phase, recently Pabis et al.24 studied
the KIEs on the two alternative reactions, SN2 and E2,
between ClO- and C2H5Cl in water using B3LYP and
M06-2X25,26 functionals with the standard 6-31+G(d,p) basis
set and the polarizable continuum solvent model (PCM).27

The results show that the KIEs obtained using both DFT
functionals are in qualitative agreement. It is worth noticing
that this 18O-KIE is a good indicator of different mechanism.

A Brønsted-type plot of log knuc versus pKa constructed
for a series of related Nus is often used to describe the
relationship of basicity with nucleophilic character for the
generalized acid-base reactions, for example, SN2, and also
base-induced E2 reactions. As mentioned above, Gronert et
al.16 pointed out that there might be significantly different
reactivity for the nucleophiles (or base) with similar basicity,
implying that the linear Brønsted-type plot does not hold
for all cases and is only valid for selective Nus. There are
several theoretical studies treating the reactivity order of Nus
in the SN2 reactions. Radom et al.28,29 reported G2(+) studies
on the reactions of halide anions with methyl halides, giving
the nucleophilic order of halides toward methyl halides, F-

> Cl- > Br- > I-; Bickelhaupt et al.30 also carried out a
study on the nucleophilicity of halide anions using relativistic
density functional theory (DFT) and found that the SN2
barriers would increase along the nucleophiles F-, Cl-, Br-,
and I-. Lee et al.31 made ab initio studies on the SN2 identity
exchange reactions RCH2X + X-f X- + RCH2X for R )
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CH2CH with X ) H, NH2, OH, F, PH2, SH, and Cl, and for
R ) CH3 and CHtC with X ) Cl at the HF and MP2 levels
of theory using the 6-31++G(d,p) basis set. They concluded
that the activation barriers, and major structural changes,
∆dq(C-X), in the activation process are closely related to
the electronegativity of the R and X groups (we will use the
abbreviation EN for electronegativity from now on), and a
stronger EN of R and/or X leads to less electronic as well
as structural reorganization in the activation, which in turn
would lower the energy barriers at both the HF and the MP2
levels. Uggerud,32 using G2 calculations, investigated 18 SN2
reactions, including X- + CH3Xf XCH3 + X- and XH +
CH3XH+f +HXCH3 + XH (X ) F, Cl, Br, OH, SH, SeH,
NH2, PH2, and AsH2), and analyzed the systematic periodic
trends of intrinsic reactivity, finding that the barrier heights
decrease on going from left to right of each row in the
periodic table, and the basicity and nucleophilicity will be
equivalent only in the strongly exothermic reactions.

Despite the importance of E2 reactions in organic syn-
thesis, there has been less effort put on the reactivity in the
base-induced E2 reactions than on SN2 reactions until now.
In the present work, G2(+) calculations are reported for a
series of anionic E2 reactions toward ethyl chloride with 12
attacking atoms from groups 14-17 of the periodic table
(eq 1). The corresponding competitive SN2 reactions (eq 2)
are also discussed for the sake of comparing the reactivity
with that of the E2 reactions.

�- + CH3CH2Cl f CH2dCH2 + XH + Cl- (1)

X- + CH3CH2Cl f CH3CH2X + Cl-

(X ) F, Cl, Br, HO, SH, SeH, NH2, PH2, AsH2,

CH3, SiH3, and GeH3) (2)

In this work, our objectives are to find systematic periodic
trends in reactivity for the base-induced E2 reactions and to
provide a reasonable and consistent set of ab inito barrier
height data. We will focus on the relationship between
basicity and reactivity and make an extensive comparison
between the E2 and the SN2 reactions.

2. Computational Methods

Previous studies have proved that the high-level G2(+)
theory, introduced by Radom and co-workers,33 treated
anions better with the added diffuse functions on non-
hydrogen atoms and is able to provide reliable data for the
anionic SN2 and E2 reactions.28,29,33-37 Therefore, the G2(+)
theory was employed in the present study. We note here that
the original G2(+) procedure corrects the zero-point vibra-
tional energy using HF/6-31+G(d) frequencies, scaled by
0.8929. For some of the species studied here, especially some
TSs, the HF/6-31+G(d) and MP2(fc)/6-31+G(d) structures
are considerably different. Hence, for all of the values
reported below, the zero-point energy was corrected at the
MP2(fc)/6-31+G(d) level, using the recommended scaling
factor of 0.98.38 We also note here that using MP2/6-
31+G(d) frequencies, in place of the HF/6-31+G(d) fre-
quencies, has virtually no effect on the calculated proton
affinities for all of the anions. Charges were calculated by

the natural population analysis (NPA)39 at the MP2(fc)/6-
311+G(3df,2p) level on the MP2(fc)/6-31+G(d) geometries.

The geometrical characteristics of the TSs are described
by the Pauling bond order, nq, calculated according to eq 3,
where r and rq are the bond lengths at the reactant
(CH3CH2Cl) or the products (HX, CH3CH2X, and
CH2dCH2), and at the TSs, respectively. The constant a is
usually set to 0.26 or 0.3 Å. However, it has been found
that a proportionality constant of a ) 0.6 Å is more
appropriate for the case where the bond in question has a
bond order less than 1.40-42 Based on the suggestions in the
literature, a ) 0.6 Å is adopted here for the calculations of
bond order nq(X-H�), nq(C�-H�), and nq(CR-Cl), while a
) 0.3 Å is opted for nq(CR-C�).

nq ) exp[(r - rq)/a] (3)

Throughout this Article, all distances are in angstroms (Å)
and all angles are in degrees (°), while energies are in kJ
mol-1. The overall barriers of the two series of reactions
relative to free reactants are denoted as ∆Hq(E2) for E2, and
∆Hq(SN2) for SN2, respectively. The MP2/6-31+G(d) opti-
mized geometries and G2(+) energies of all reactants,
products, and TSs involved in E2 (eq 1) and SN2 reactions
(eq 2) are given in the Supporting Information. The Gaussian
03 program package43 was used in all calculations.

3. Results and Discussion

3.1. Proton Affinities and Ethyl Cation Affinity. The
gas-phase basicity of an anion is usually measured in terms
of its proton affinity (PA), that is, the negative of the enthalpy
change for a gas-phase reaction like eq 4; the higher is the
proton affinity, the stronger is the base and the weaker is
the conjugate acid in the gas phase.

�- + H+ f H� (4)

The calculated and experimental PAs44-46 of the 12 simple
anionic bases given in eqs 1 and 2 are listed in Table 1.
Inspection of the results in Table 1 shows that theoretical
values generally compare well with their experimental
counterparts, and most of them are within the so-called
chemical accuracy (roughly 10 kJ mol-1). The most pro-
nounced discrepancy occurs in GeH3

-, for which the G2(+)

Table 1. Proton Affinity (PA) and Ethyl Cation Affinity
(ECA) and Available Methyl Cation Affinity of Anions (in kJ
mol-1)

X-
G2(+)

PA
G3

(MP2) PAa exp. PAb
G2(+)
ECA

G2
MCAd

exp.
MCAb

F- 1550.7 1553.9 1554.0 925.7 1078 1080
Cl- 1397.5 1390.3 1395.0 791.4 950 952
Br- 1354.5 1358.5 1353.5 ( 0.42 755.4 916 916
HO- 1631.3 1632.2 1633.0 1000.6 1153 1159
HS- 1472.1 1464.8 1468.0 ( 12. 869.6 1034 1033
HSe- 1429.1 1433.4 1428.8 ( 2.9 831.9 999
NH2

- 1688.8 1686.2 1687.8 (0.42 1067.5 1225 1234
PH2

- 1539.0 1530.5 1536.0c 956.9 1124 1116
AsH2

- 1500.6 1504.6 1496.0 ( 8.8 916.0 1085
CH3

- 1746.6 1746.0 1743.5 ( 2.9 1148.1
SiH3

- 1562.8 1557.3 1564.0 ( 8.8 999.8
GeH3

- 1517.7 1518.4 1501.0 ( 8.8 942.1

a From ref 48. b From ref 44. c From ref 46. d From ref 32.
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result is about 17 kJ mol-1 higher than the experimental value
obtained by Decouzon et al.45 by Fourier transform-ion
cyclotron resonance (FT-ICR) spectrometry. Mayer et al.47

and Bartmess et al.48 also got similar results for the PA value
of GeH3

- by G2 and G3(MP2) theoretical methods,
respectively.

Analogous to the methyl cation affinity (MCA) involved
in the SN2 reactions with CH3Cl, ethyl cation affinity (ECA,
defined as the enthalpy of the reaction CH3CH2X f
CH3CH2

+ + X-) of the 12 anions was also calculated.
Agreeing with numerous previous calculations,49-55 the
present study at the G2(+) level also demonstrates that, for
C2H5

+, the structure with C2V symmetry and a three-center
two-electron bond with the 1A1 ground electronic state is
the global minimum on the potential-energy surface (PES).
This result was proved recently by the highly sensitive
technique of single photon IR photodissociation (IRPD)
spectroscopy.56 The calculated ECA values are found to be
well correlated (R2 ) 0.996) with the available theoretical
MCA results by the G2 method.32

3.2. Geometries of SN2 and E2 Transition States. There
are two possible pathways, anti- and syn-elimination, for the
base-induced E2 reactions (see Scheme 1). Several previous
studies14,16 compared the energies for the anti- and syn-E2
TSs and showed that the former pathway has TSs much lower
energy than the latter. For example, the syn-E2 TS for the
F--induced elimination of CH3CH2Cl lies 53.1 kJ mol-1

above the corresponding anti-E2 TS at the MP4/SDQ/6-
31+G(d,p)//HF/6-31+G(d) level.16

For the anionic SN2 reactions, there are also two possible
pathways, back-side SN2 with inversion of configuration and
front-side SN2 with retention of configuration (inv-, or ret-
SN2; see Scheme 1). Previous studies by Glukhovtsev et
al.28,33 on the gas-phase identity SN2 reactions of halide

anions and methyl halides, X- + CH3X, showed that the
calculated G2(+) overall gas-phase barriers for the retention
pathway are substantially higher than the corresponding
values for back-side attack with inversion of configuration
by more than 164.9 kJ mol-1. More recently, Bickelhaupt et
al.33 explored the PESs of the back-side as well as the front-
side SN2 reactions of X- + CH3Y, with X, Y ) F, Cl, Br,
and I, using relativistic DFT, and concluded that the front-
side SN2 barriers in all cases were much higher in energy
(ca. 160 kJ mol-1), due to a more severe steric repulsion as
a result of the proximity between the Nu and the leaving
group.

In the present study, the reaction of CH3CH2Cl with one
representative base, F-, is used to check the G2(+) energy
difference between the back-side and front-side SN2 TSs with
its competitive anti- and syn-E2 TSs. Figure 1 presents the
structures of these two pairs of TSs and their G2(+) energies
relative to separated reactants, F- and CH3CH2Cl. The
calculated G2(+) energy of the syn-E2-TS is higher than
that of the anti-E2-TS by 45.0 kJ mol-1, signifying that the
anti-elimination pathway is energetically favorable in the E2
reaction of F- with CH3CH2Cl. The calculated overall G2(+)
barrier for the back-side SN2 reaction is much lower (by
169.2 kJ mol-1) than that of the front-side SN2 reaction of
F- with CH3CH2Cl, indicating that the inv-SN2 pathway is
much more favorable than the retention one. So, we will
only focus on the back-side SN2 and anti-E2 TS structures
in the following discussion.

The key TS structural parameters for the back-side SN2
transition states are the distance between the attacking atom
and the central carbon, X · · ·CR, and the distance between
the central carbon atom and the leaving chloride ion, CR · · ·Cl.
These distances can be better assessed by their bond orders
nq(X-CR) and nq(CR-Cl) (see Table 2). It is found that the

Scheme 1. E2 and SN2 Pathways for X- + CH3CH2Cl
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SN2 TS structures have decreasing nq(X-CR) values on going
from left to right of a given row in the periodic table and
increasing when going down a group, showing that there is
an earlier TS for the Nu with stronger basicity. Unexpectedly,
the CR-Cl distances for the SN2 TSs do not increase
monotonically from top to bottom for the groups 14-16 Nus
with decreasing PA values. For example, the CR-Cl distance
in the SN2 TS [HS · · ·Et · · ·Cl]-q is slightly longer than that
in the [HSe · · ·Et · · ·Cl]-q. This trend is also observed in
groups 14 and 15. The magnitude of geometrical deformation
of TSs can be described by their deformation energy, ∆Hdef,
defined as the enthalpy change accompanying the transfor-
mation from equilibrium reactant structures to the cor-
responding TS, which is also called “activation strain” by
Bickelhaupt. Obviously, higher deformation energy for the
SN2 reaction arises mainly from the more cleaved CR-Cl
bond in the TS, that is, the smaller nq(CR-Cl) value, which

is supported by the good linear correlation (R2 ) 0.992) for
the plot of ∆Hdef(SN2) against nq(CR-Cl).

For the E2 reactions, the main geometrical character of
TSs can be described by nq(X-H�), nq(H�-C�), nq(CR-C�),
and nq(CR-Cl) (see Table 3), in which the elongation of
C�-H� and CR-Cl bonds will significantly contribute to the
deformation energy of E2 TS, and the smaller sum of
nq(C�-H�) and nq(CR-Cl) will result in a large ∆Hdef(E2)
value, leading to a reasonable correlation (R2 ) 0.953) for
nq(C�-H�) + nq(CR-Cl) against ∆Hdef(E2). Data in Table
3 show that there are smaller nq(CR-C�) and larger
nq(CR-Cl) values for the first-row bases (X) CH3, NH2, HO,
and F) with stronger basicity. When the weaker bases, such
as HSe-, Cl-, and Br-, attack the H� on the substrate, there
are more product-like characteristics, as evidenced by the
larger nq(CR-C�) and smaller nq(CR-Cl) values in those E2
TSs. In fact, the reasonable correlations existing for PA
versus nq(CR-C�) (R2 ) 0.963) and versus nq(CR-Cl) (R2

) 0.957) indicate a more product-like TS for the weaker
bases.

3.3. The Barrier Heights for the SN2 and E2 Reactions.
It is well-known that the PESs for both of the SN2 and
E2 reactions have the shape of a double well, as shown
in Scheme 2. The first step in the present study involves
the initial exothermic formation of a reactant ion-molecule
complex, X- · · ·CH3CH2Cl. This complex is predestined
to react further via a favorable back-side SN2 or anti-E2
pathway. The reaction then proceeds via the SN2 or anti-
E2 TS, yielding the product complex (PC)
Cl- · · ·CH3CH2X for the SN2 pathway or HX · · ·CH2d
CH2 · · ·Cl- for the E2 pathway. These complexes can
decompose into the products Cl- + CH3CH2X or
CH2dCH2 + HX + Cl-, in which the leaving group Cl-

and the conjugate acid HX can form a stable complex as
the most stable products in the E2 pathway. Nibbering
previously pointed out that the overall barrier, ∆Hq, is
decisive for the rate of chemical reactions in the gas phase,
particularly if they occur under low-pressure conditions
in which the reacting system is (in good approximation)
thermally isolated.57,58 This is the reason why we only
discuss the overall barriers in the following discussion.

The G2(+) overall barriers for the back-side SN2 and
anti-E2 reactions with CH3CH2Cl, ∆Hq(SN2), and ∆Hq(E2)
are collected in Table 4. Bickelhaupt and his co-worker30

found that the sequence given by ∆Hq in the SN2 reactions
of halides with methyl halides follows the decreasing order
I- > Br- > Cl- > F-; that is, the reactivity order of halide
anion decreases from top to bottom in group 17. This trend
is also observed in the present SN2 and E2 reactions of
ethyl chloride; that is, the ∆Hq(SN2) and ∆Hq(E2) values
always increase within each group as we go down the
periodic table. Our calculation results are in accord with
the existing experimental data. For example, Bierbaum
et al.59 measured the rate coefficients for the substitution
reactions of a series of anions toward CH3I by using FA-
SIFT techniques and reported the following reactivity
order: F- > Cl- > Br- and HO- > HS-; Anderson et al.60

investigated the gas PH2
- reactions with a series of neutral

substrates including CH3Y (Y ) Cl, Br, and I) using the

Figure 1. MP2/6-31+G(d) optimized structures for the anti
and syn E2 TSs, back-side and front-side SN2 TSs of ethyl
chloride with fluoride ion, in which the bond lengths and angles
are in angstroms and degrees, respectively. The numbers in
parentheses are the G2(+) energies relative to the separated
reactants, CH3CH2Cl and F-.

Table 2. Selected Geometrical Parameters (in Normal
Font) and the Bond Order, ∆nq(in Bold Font), in the SN2
TS Structures [X · · ·Et · · ·Cl]-q

X- r(X-CR) nq(X-CR) r(CR-Cl) nq(CR-Cl)

F- 2.033 0.358 2.210 0.499
Cl- 2.354 0.392 2.381 0.375
Br- 2.456 0.440 2.404 0.361
HO- 2.202 0.279 2.155 0.547
HS- 2.540 0.304 2.264 0.456
HSe- 2.610 0.339 2.253 0.465
NH2

- 2.384 0.218 2.103 0.597
PH2

- 2.745 0.230 2.191 0.515
AsH2

- 2.791 0.251 2.165 0.538
CH3

- 2.647 0.155 2.060 0.641
SiH3

- 2.808 0.216 2.190 0.516
GeH3

- 2.730 0.266 2.180 0.525
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FA technique. These reactions were compared to those
for the reactions of NH2

-. Many similarities exist between
the reactions of phosphide and those of amide, but the
former reacts much less efficiently than the lat-
ter.

The overall barriers in Table 4 show that all of the SN2
and E2 TSs for the four first-row bases have energies
ranging from 36.3 to 63.5 kJ mol-1 below that of the
separated reactants. The lower overall barriers are con-
sistent with the higher complexation energies between X-

with higher PA values and CH3CH2Cl. For example, the
G2(+) complexation enthalpy for the complex formed
between F- and CH3CH2Cl, F- · · ·CH3CH2Cl, is -75.0
kJ mol-1 with respect to the separated reactants, leading
to the overall barrier, ∆Hq(SN2) ) -52.8 kJ mol-1 and
∆Hq(E2) ) -61.7 kJ mol-1, much lower than the previous
values of -28.0 and -23.8 kJ mol-1, respectively,
reported by Gronert et al.,16 calculated at the MP4SDQ/
6-31+G(d,p)//HF/6-31+G(d) level. A similar situation is
also found in SN2 TS [H2P · · ·Et · · ·Cl]-q, in which the
G2(+) ∆Hq(SN2) value is -6.1 kJ mol-1.

The ∆Hq sequences for the SN2 reactions show the
following decreasing order:

HO < F < NH2 < CH3 < PH2 < HS < AsH2 ≈ SiH3 < GeH3 <
HSe < Cl < Br

The above order holds in most cases for the corresponding

E2 reactions, but there are some deviations:

HO < F < NH2 < CH3 < PH2 < HS < SiH3 < AsH2 <
Cl < GeH3 < HSe < Br

These two trends appear to be related to the reactivity of
these anions toward ethyl chloride, which match the available
experimental data.10,59,60 It is worth noting that the differ-
ences of the SN2 or E2 barriers involving the Nus (or bases)
of similar basicity could be considerable. Moreover, the
weaker base may show higher reactivity than the stronger
one. For example, the PA values of HO- and CH3

- are
1631.3 and 1746.6 kJ mol-1, respectively, but the calculated
∆Hq(SN2) and ∆Hq(E2) values are -56.8 and -63.5 kJ mol-1

for HO-, and -43.4 and -36.3 kJ mol-1 for CH3
-, indicating

that (1) CH3
- has much lower reactivity than HO- in both

SN2 and E2 reactions; (2) with hydroxide anion as the Nu,
the elimination is more favorable than the substitution, but
the two processes should be competitive; and (3) CH3

- has
preference for the back-side SN2 pathway. These results
imply that there are other factors for determining the
reactivity of the Nu in the SN2 or E2 reactivity in addition
to its basicity.

Even though the enhanced reactivity of hydroxide anion
could be explained by the hard and soft acids and bases
(HSAB) principle, here the idea of electron reorganization
is used to rationalize its stronger reactivity in the SN2 and
E2 reactions. In the SN2 reaction of HO- with CH3CH2Cl,
the net charge on the HO moiety decreases from -1.00e to
-0.33e (in SN2 product CH3CH2OH). The change of popula-
tion is much smaller than that in the SN2 reaction of CH3

-

with CH3CH2Cl, in which the electron population on the CH3

moiety shifts from 10.00e to 8.99e in going from reactant
CH3 to product CH3CH2CH3, implying that much more
electron on the HO will be retained than that on the CH3

moiety in the product when SN2 reaction occurs, which in
turn will lead to a much lower SN2 barrier for the reaction
of HO- with CH3CH2Cl.

This rationalization can be extended to the E2 reactions.
When HO- initiates the proton transfer of the anti-E2
pathway, the electron density on the HO- moiety changes
only from -1.00e to -0.47e in the product H2O. In contrast,
the E2 reaction of CH3

- with CH3CH2Cl results in much
more change of net charge, and the population on the CH3

moiety shifts from 18.00e to 16.79e, leading to a significant

Table 3. Selected Geometrical Parameters (in Normal Font) and the Bond Order, ∆nq(in Bold Font), in the E2 TS Structures
[X · · ·H� · · ·CH2CH2 · · ·Cl]-q

X- r(X-H�) nq(X-H�) r(C�-H�) nq(C�-H�) r(CR-C�) nq(CR-C�) r(CR-Cl) nq(CR-Cl)

F- 1.155 0.700 1.431 0.572 1.422 1.368 2.114 0.586
Cl- 1.514 0.678 1.494 0.515 1.378 1.584 2.489 0.313
Br- 1.636 0.717 1.546 0.472 1.369 1.632 2.644 0.242
HO- 1.297 0.581 1.363 0.641 1.453 1.234 1.975 0.738
HS- 1.635 0.612 1.445 0.559 1.396 1.492 2.306 0.425
HSe- 1.738 0.649 1.463 0.542 1.386 1.542 2.421 0.351
NH2

- 1.444 0.491 1.325 0.683 1.46 1.205 1.938 0.785
PH2

- 1.795 0.530 1.399 0.604 1.411 1.419 2.204 0.504
AsH2

- 1.864 0.577 1.398 0.605 1.402 1.462 2.291 0.436
CH3

- 1.642 0.399 1.298 0.714 1.461 1.201 1.93 0.796
SiH3

- 1.903 0.496 1.399 0.604 1.413 1.410 2.193 0.513
GeH3

- 1.895 0.562 1.411 0.592 1.402 1.462 2.28 0.444

Scheme 2. Schematic Potential Energy Diagrams for the
Gas-Phase E2 and SN2 Reactions, in Which the Plain Line
Is for Negative Overall Barrier (∆H1

q) and the Dashed Line
Is for Positive Overall Barrier (∆H2

q)
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electron reorganization and higher E2 barrier in the reaction
of CH3

- with ethyl chloride.
3.4. Correlation of E2 and SN2 Barrier Height with

PA and EN. Figure 2 shows the relation between the overall
barrier for E2 reactions, ∆Hq(E2), and PA for various groups.
It can be inferred from this figure that there is no general
and straightforward relationship between ∆Hq(E2) and PA
for all of the bases. Instead, there is an excellent linear
relationship (R2 ≈ 1.00) within each column of the periodic
table (see Figure 2). Similar trends occur for the correspond-
ing SN2 reactions (see also Figure 2).

In the early study of identity proton transfer reaction between
simple hydrides (AH + A- f A- + AH), Gronert61 found a
stronger correlation between the EN of central atom in A and
the barrier to the proton transfer. He interpreted these results in
terms of a model where the TS was dominated by the triple
ion valence bond resonance configuration, [A · · ·H · · ·A]-q T
[A-H+A-]q, where the transferring proton and base carried full
charges. Obviously, this resonance form would be more stable
when A is highly electronegative. The stabilization of TSs by
resonance also seems to be applicable in the present SN2 and

E2 reactions. In the E2 reactions of CH3CH2Cl, proton transfer
still takes place, and this transfer is accompanied by the leaving
of a chloride ion. In the SN2 reaction, the TS structure can be
viewed as a resonance form similar to that in the proton transfer
reaction. So there may be some type of relationship between
the EN of attacking atom and the overall barriers. Here, the
revised EN scales Vx (eq 5), suggested by Luo and Benson,62

for the 12 attacking atoms covering groups 14-17 of the
periodic table are used to correlate with the overall barriers of
SN2 and E2, where nx is the number of valence electrons, and
rx is the covalent radius from ref 63:

Vx ) nx/rx (5)

The stabilization of the TS by more electronegative Nus can
also be understood in terms of the bonding and, especially, the
nonbonding orbital in the three-center four-electron picture of
these species, which has been discussed in detail by Pierrefixe
et al.64-66 The occupied nonbonding MO has high amplitudes
on the terminal groups (nucleophile and leaving group) and will
be stabilized if these groups become more electronegative.

As in the case of PA, there are also good linear correlations
(R2 ) 0.99-1.00) between EN and ∆Hq(E2) or ∆Hq(SN2) for
every column in the periodic table. Because both PA and EN
are important for determining the E2 and SN2 barriers, we
should correlate the overall barrier with both PA and EN. We
report here a two-parameter treatment of our results for all E2
(eq 1) or SN2 reactions (eq 2) by multiple linear regression
analysis. The results provide reasonable correlations (see eqs 6
and 7), indicating that it is possible to approximately predict
the SN2 and E2 overall barriers for normal Nu toward ethyl
chloride on the basis only of the PA value of Nu and the EN
value of the attacking atom. For example, the predicted values
by using eqs 6 and 7 for the reaction of CH3O- and CH3CH2Cl
are ∆Hq(E2) ) -46.9 kJ mol-1, and ∆Hq(SN2) ) -51.4 kJ
mol-1, which are very close to the calculated G2(+) ones, -48.3
and -50.7 kJ mol-1. Using eq 5, the covalent radius of oxygen
is 0.73 Å.63

∆Hq(E2) ) -0.38PA - 17.69EN +
713.00 (R2 ) 0.986, n ) 12) (6)

∆Hq(SN2) ) -0.23PA - 8.89EN +

389.54 (R2 ) 0.974, n ) 12) (7)

Table 4. Calculated G2(+) Reaction Barriers Relative to the Separated Reactants, ∆Hq, Deformation Energies, ∆Hdef, and
Actual Interaction, ∆Hint, between the Deformed Reactants in the TS, and Total Reaction Enthalpy Changes, ∆H, for the
Gas-Phase Reactions X- + CH3CH2Cla

X- ∆Hq(SN2) ∆Hq(E2) ∆Hdef(SN2) ∆Hdef(E2) ∆Hint(SN2) ∆Hint(E2) ∆H(SN2) ∆H(E2)

F- -52.8 -61.7 87.8 146.4 -140.6 -208.1 -134.3 -80.8
Cl- 18.1 61.3 140.2 262.3 -122.1 -201.0 0.0 72.3
Br- 35.0 93.5 148.0 312.2 -113.0 -218.7 36.0 115.3
HO- -56.8 -63.5 68.9 88.1 -125.7 -151.6 -209.2 -161.4
HS- 2.7 45.6 104.0 201.4 -101.3 -155.8 -78.2 -2.2
HSe- 17.4 71.9 102.0 237.0 -84.5 -165.1 -40.5 40.7
NH2

- -50.3 -50.5 54.0 108.5 -104.3 -158.9 -276.1 -219.0
PH2

- -6.1 35.3 80.7 162.0 -86.8 -126.7 -165.5 -69.1
AsH2

- 5.1 54.6 73.5 182.2 -68.4 -127.6 -124.6 -30.7
CH3

- -43.4 -36.3 40.4 57.4 -83.8 -93.7 -356.7 -276.7
SiH3

- 5.2 52.3 83.4 167.5 -78.2 -115.2 -208.4 -92.9
GeH3

- 16.8 67.7 80.7 193.6 -63.9 -125.9 -150.7 -47.8

a All energies are in kJ mol-1.

Figure 2. Plot of the G2(+) overall barrier (kJ mol-1) vs the
PAs (kJ mol-1) along each column of the peordic table for
anti-E2 reactions (blue line) and for back-side SN2 reactions
(black line).
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3.5. Relationship of E2 and SN2 Barrier Heights
with Deformation Energy of the TS. In our previous
papers,35,36 it was found that there exist reasonable linear
correlations between the deformation energies and overall
barriers in the SN2 and E2 reactions. Inspection of the data
in Table 4 shows that the correlation only exists for the E2
reactions when the attacking atoms are on the same column
in the periodic table, in which the deformation energies
increase from top to bottom, whereas there is a linear
correlation only for the group 17 Nus (halide anions) in the
SN2 reactions due to the irregular nq(CR-Cl) values when
going down the groups 14-16. These results imply that the
deformation energy does not generally dominate the overall
barrier for both of the SN2 and E2 reactions, and other factors
need to be considered. Here, we use the idea of energy
decomposition introduced by Bickelhaupt67 to analyze the
factors determining the barrier heights of SN2 and E2
reactions, that is, the activation strain model. In this model,
the overall reaction barrier can be partitioned into deforma-
tion energy (∆Hdef) and interaction (∆Hint) between the
deformed reactants in the TS. Figure 3 illustrates the
variations of ∆Hdef (normal line), ∆Hint (dashed line), and
their sum, ∆Hq (bold line), for a series of E2 reactions (eq
1, blue line) and SN2 reactions (eq 2, black line) along the
increasing ∆Hq values. Generally speaking, a larger deforma-
tion energy will destabilize the TS and raise the overall
barrier, but when the interaction between the deformed
reactants is stronger, the barrier order could be reversed.

For the SN2 reactions of the groups 14-16 Nus, the
deformation energies from the second-row elements are
slightly higher than those from the third-row ones by up to
7.2 kJ mol-1 induced by the longer CR-Cl bond in the former
cases. The overall barriers, ∆Hq(SN2), are still increasing
from top to bottom due to the stronger interaction between

deformed reactants, which may be explained by the much
higher ECA value of second-row Nus. Moreover, the
interactions, ∆Hint, are found to correlate well with the ECAs
in each column.

For all of the present E2 reactions, the deformation
energies are in general much larger than the corresponding
SN2 reactions due to the fact that two bond cleavages are
involved in the E2 TS, which has been also analyzed and
pointed out by Bickelhaupt.67 Meanwhile, the interactions
between the deformed reactants in the E2 TS are also stronger
than those in the SN2 reactions except CH3

- because of its
larger PA value than the corresponding ECA one of X-. For
the CH3

-case, the smaller ∆Hint value of -93.7 kJ mol-1

for the E2 TS, [H3C · · ·H� · · ·CH2CH2 · · ·Cl]-q, can be
rationalized by the much smaller nq(C-H�) value, leading
to weaker interaction between CH3

-and H� in the E2 TS.
3.6. Correlation of E2 and SN2 Barrier Heights with

Reaction Enthalpy. As shown in previous work,68 the
exothermicity of the reaction of nucleophile with a single
substrate reflects the thermodynamic affinity of the nucleo-
phile. Following this idea, the exothermicity trend, in this
work, is given by the sequences of the overall enthalpy
change, denoted as ∆Hovr, as a function of Nu or base: the
more negative is ∆Hovr, the stronger is the exothermicity of
the reaction. It can be seen from Table 4 that, for both the
SN2 and E2 reactions with substrate CH3CH2Cl, the exo-
thermicity will decrease in going down a group, and the
relationship between ∆Hq and ∆Hovr follows the same trend
as PA; that is, the consistency of the kinetics and thermo-
dynamics for the present SN2 and E2 reactions only exists
within each column of the periodic table.

3.7. Competition between SN2 and E2 Reactions. Com-
parison of the E2 and SN2 overall barriers in Table 4 shows
that the SN2 pathway is much more favorable for all of the
second- and third-row Nus, which is consistent with previous
results. For the first-row bases, E2 dominates for reactions
of F- + CH3CH2Cl and HO- + CH3CH2Cl, and SN2 and
E2 pathways are competitive for the reaction of NH2

- +
CH3CH2Cl, whereas SN2 reaction dominates for CH3

- +
CH3CH2Cl.

If we combine the correlations between SN2 and E2 overall
barriers and PA values along each column of periodical table,
a very clear picture emerges from the analysis of the crossing
points. Figure 2 shows that the crossing points from the two
series of correlations of ∆Hq versus PA of X will shift to
the right from group 17 to group 14, which implies that the
favorable pathway is related to the position of the attacking
atom in the periodic table.

4. Conclusions

This work systematically studies the reactions of ethyl
chloride with a series of Nus covering the groups 14-17
elements using the G2(+) method. Two competitive reaction
pathways, back-side SN2 and anti-E2, are investigated,
leading to the following conclusions.

(1) For both the SN2 and the E2 reactions, the good
correlation between G2(+) PAs and overall barriers, ∆Hq,
only exists when the attacking atoms belong to the same
group in the periodic table. This modifies the previous claim

Figure 3. Variations of X- with deformation energy (plain
line), interaction between the deformed reactants (dashed
line), and overall barrier (bold line) for the SN2 (black line, X
) 1, HO; 2, F; 3, NH2; 4, CH3; 5, PH2; 6, HS; 7, AsH2; 8,
SiH3; 9, GeH3; 10, HSe; 11,Cl; 12, Br) and E2 reactions (blue
line, X ) 1, HO; 2, F; 3, NH2; 4, CH3; 5, PH2; 6, HS; 7, SiH3;
8, AsH2; 9, Cl; 10, GeH3; 11, HSe; 12, Br) of X- with EtCl
along the increasing overall barrier trend.
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that ∆Hq values for the SN2 and E2 reactions are basically
controlled by the PA of bases. Thus, it is more reasonable
to make a reference line using the nucleophiles or bases with
the attacking atom in the same group when discussing the
R-effect in the E2 and SN2 reactions.

(2) A strong correlation is found between the EN of the
attacking atom and the barrier heights of SN2 and E2
reactions. A higher EN value of X will stabilize the SN2 and
E2 TS by less electron reorganization. Good linear correlation
exists for ∆Hq versus EN within the same column of the
periodic table.

(3) Two-parameter equations are derived to connect the
SN2 or E2 overall barriers with the combination of PA and
EN values of the attacking atom by multiple linear regression
analysis, indicating the importance of both PA and EN in
determining the SN2 or E2 reactivity. Thus, the PA and EN
values may be used to predict the overall barrier of the SN2
or E2 reactions involving normal Nu.

(4) It is found that the good correlation of ∆Hq versus
∆Hdef only exists in E2 reactions with attacking atoms in
the same group, which deviates from the previous conclusion
that there is a general linear relationship between the overall
barrier and all Nus or bases.
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(14) Bento, A. P.; Solà, M.; Bickelhaupt, F. M. J. Chem. Theory
Comput. 2008, 4, 929.

(15) Gronert, S.; Merrill, G. N.; Kass, S. R. J. Org. Chem. 1995,
60, 488.

(16) Gronert, S. J. Am. Chem. Soc. 1991, 113, 6041.

(17) Gronert, S. J. Am. Chem. Soc. 1993, 115, 652.

(18) Gronert, S.; Kass, S. R. J. Org. Chem. 1997, 62, 7991.

(19) Gronert, S. J. Org. Chem. 1994, 59, 7046.

(20) Gronert, S.; Freed, P. J. Org. Chem. 1996, 61, 9430.

(21) Hu, W.-P.; Truhlar, D. G. J. Am. Chem. Soc. 1996, 118, 860.

(22) Villano, S. M.; Kato, S.; Bierbaum, V. M. J. Am. Chem. Soc.
2006, 128, 736.

(23) Su, T.; Chesnavich, W. J. J. Chem. Phys. 1982, 76, 5183.

(24) Pabis, A.; Paluch, P.; Szala, J.; Paneth, P. J. Chem. Theory
Comput. 2009, 5, 33.

(25) Zhao, Y.; Schultz, N. E.; Truhlar, D. G. J. Chem. Theory
Comput. 2006, 2, 364.

(26) Zhao, Y.; Truhlar, D. G. Theor. Chem. Acc. 2008, 120, 215;
Erratum: Theor. Chem. Acc. 2008, 119, 525.

(27) Miertus, S.; Scrocco, E.; Tomasi, J. J. Chem. Phys. 1981,
55, 117.

(28) Glukhovtsev, M. N.; Pross, A.; Radom, L. J. Am. Chem. Soc.
1995, 117, 2024.

(29) Glukhovtsev, M. N.; Pross, A.; Radom, L. J. Am. Chem. Soc.
1995, 117, 9012.

(30) Bento, A. P.; Bickelhaupt, F. M. J. Org. Chem. 2008, 73,
7290.

(31) Lee, I.; Kim, C. K.; Lee, B. S. J. Phys. Org. Chem. 1995, 8,
473.

(32) Uggerud, E. Chem.-Eur. J. 2006, 12, 1127.

(33) Glukhovtsev, M. N.; Pross, A.; Radom, L. J. Am. Chem. Soc.
1996, 118, 6273.

(34) Ren, Y.; Yamataka, H. Org. Lett. 2006, 8, 119.

(35) Ren, Y.; Yamataka, H. J. Org. Chem. 2007, 72, 5660.

(36) Ren, Y.; Yamataka, H. J. Comput. Chem. 2009, 30, 358.

(37) Bento, A. P.; Sola, M.; Bickelhaupt, F. M. J. Comput. Chem.
2005, 26, 1497.

(38) Mourik, T. v. Chem. Phys. Lett. 2005, 414, 364.

(39) Reed, A. E.; Curtiss, L. A.; Weinhold, F. Chem. ReV. 1988,
88, 899.

(40) Houk, K. N.; Gustafson, S. M.; Black, K. A. J. Am. Chem.
Soc. 1992, 114, 8565.

(41) Lee, J. K.; Kim, C. K.; Lee, B. S.; Lee, I. J. Phys. Chem. A
1997, 101, 2893.

(42) Kim, C. K.; Hyun, K. H.; Kim, C. K.; Lee, I. J. Am. Chem.
Soc. 2000, 122, 2294.

(43) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.;
Vreven, T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.;
Iyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi,
M.; Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.;
Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.;
Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.;
Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.;
Bakken, V.; Adamo, C.; Jaramillo, J.; Gromperts, R.; Strat-

E2 and SN2 Reactions of X- + CH3CH2Cl J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1605



mann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli,
C.; Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.;
Salvador, P.; Dannenberg, J. J.; Zakrzewski, G.; Dapprich,
S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.;
Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.;
Cui, Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.; Stefanov,
B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.;
Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng,
C. Y.; Nanayakkara, A.; Challacombe, M.; Gill, P. M. W.;
Johnson, B.; Cheng, W.; Wong, M. W.; Gonzalez, C.; Pople,
J. A. Gaussian 03, revision D.01; Gaussian, Inc.: Pittsburgh,
PA, 2003; Wallingford, CT, 2004.

(44) NIST Standard reference Database Number 69; http:/web-
book.nist.gov/chemistry (accessed Jan 22, 2009).

(45) Decouzon, M.; Gal, J. F.; Gayraud, J.; Maria, P. C.; Vaglio,
G. A.; Volpe, P. J. Am. Soc. Mass Spectrom. 1993, 4, 54.

(46) Ervin, K. E.; Lineberger, C. W. J. Chem. Phys. 2005, 122,
194303.

(47) Mayer, P. M.; Gal, J. F.; Radom, L. Int. J. Mass Spectrom.
Ion Processes 1997, 167-168, 689.

(48) Bartmess, J. E.; Hinde, R. J. Can. J. Chem. 2005, 83, 2005.
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Abstract: Competing pathways arising from the reaction of hydroxycyclohexadienyl radical (1)
with O2, a key reaction in the oxidative degradation of benzene under tropospheric conditions,
have been investigated by means of density functional theory (UB3LYP) and quantum-
mechanical (UCCSD(T) and RCCSD(T)) electronic structure calculations. The energetic,
structural, and vibrational results furnished by these calculations were subsequently used to
perform conventional transition-state computations to predict the rate coefficients and evaluate
the product yields. The trans stereoisomer of the peroxyl radical (4) produced by the O2 addition
to position 2 of benzene ring in radical 1 is energetically more stable than the cis one, although
the rate coefficients at 298 K for the formation of both isomers are predicted to be similar. The
cyclization of the cis isomer of 4 to a bicyclic allyl radical (5) involves calculated barrier heights
(∆Uq, ∆Eq, ∆Hq, and ∆Gq) significantly lower than those of the cyclization of the trans isomer of
4. This implies that the formation of the cis isomer of 4 can lead to irreversible loss of radical 1
and that the observed chemical equilibrium 1 + O2 T 4 essentially involves the trans isomer of
4. Although the reaction enthalpies computed for the O2 addition to position 4 of benzene ring
in radical 1, affording the cis and trans stereoisomers of a peroxyl radical (6), are similar to
those for the addition to position 2, the latter addition mode is clearly preferred because it involves
lower barrier heights. The barrier heights computed for the cyclization of either the cis or the
trans isomers of 6 to a bicyclic radical bearing a peroxy bridge (7) are about twice those computed
for the cyclization of either the cis or the trans isomers of 4. Thus, under tropospheric conditions,
it is unlikely that the O2 addition to position 4 of the benzene ring in radical 1 can contribute to
the formation of benzene oxidation products.

1. Introduction

Benzene is the simplest aromatic hydrocarbon that contrib-
utes significantly to the pollution of the troposphere, espe-

cially in urban areas of industrialized countries.1 It is mainly
released into the troposphere as a result of anthropogenic
activities, such as emissions from burning oil and coal, motor
vehicle exhaust, and evaporation of solvents and from
gasoline.2,3 It is now recognized that benzene oxidation
reactions may be responsible for a significant fraction of
photochemically produced tropospheric ozone.4 Also, the
likely formation of secondary organic aerosols from the
oxidation of aromatic hydrocarbons is of considerable
concern in connection with human health and the climate.5
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Despite its importance, the knowledge about the tropo-
spheric degradation mechanism of benzene is still scant.
Generally, the degradation of benzene in the troposphere is
primarily initiated by the addition of hydroxyl radical (HO•)
to the aromatic ring, yielding a benzene-HO• adduct: the
hydroxycyclohexadienyl radical (1 in Scheme 1).6-13 The
H-atom abstraction from the aromatic ring leading to
formation of phenyl radical (2 in Scheme 1) is a minor
process under tropospheric conditions.13-15

Although the benzene-HO radical adduct 1 initially
formed has been found to react more rapidly with NO2 than
with NO, and even more slowly with O2,

12,16 on the basis
of the relative abundance,17 the latter reaction is the major
transformation of this radical in the troposphere.6-8,18 The
presently accepted first elementary steps of this reaction are
given in Scheme 2. The reaction can proceed either by
abstraction of the H-atom gem to HO in 1, forming phenol
(3) and HOO• (pathway A), or by O2 addition to the benzene
ring in 1 producing hydroxyl-2,4-cyclohexadienyl-6-peroxyl
radical 4 (pathway B). Because of the relatively weak
chemical bonding between the C6H6OH and OO fragments
in peroxyl radical 4,6 pathway B is reversible under
tropospheric conditions and leads to chemical equilibrium
between 1 + O2 and 4.18-22

The peroxyl radical 4 can undergo various reaction
pathways, in addition to the decomposition back to the 1 +
O2 reactants. On the basis of previous theoretical calcula-
tions,23 the ring closure in 4 affording a bicyclic radical (5
in Scheme 3) appears to be the only plausible unimolecular
reaction for peroxyl radical 4. It is worth noting that the
bicyclic radical 5 bears a peroxy bridge and its structure is
defined by two fused five- and seven-membered rings, the
latter containing a delocalized allyl radical. The subsequent
reaction of the bicyclic radical 5 is thought to lead to aromatic
ring cleavage forming the principal benzene oxidation
products (i.e., glyoxal and butenedial).24,25

A number of theoretical investigations have focused on
characterizing the 1 + O2 potential energy surface (PES) to
explain the experimentally observed branching ratios, ther-
mochemical properties, and rate coefficients.6,20,22,23,26,27 One
of the most thorough theoretical investigations on the primary
steps of the benzene oxidation has been published by
Lesclaux and co-workers.22 By using a combination of
density functional theory (DFT) and ab initio quantum
mechanical calculations with a quadratic correlation (of the
Marcus type28) between the activation barriers and the
reaction enthalpies,29 Lesclaux and co-workers predicted for
the phenol channel (pathway A in Scheme 2) a formation
yield of ∼55% in reasonable agreement with the experi-
mental values (25-61%).1,30-32 Additionally, these authors
found that the chemical equilibrium between 1 + O2 and 4
must essentially involve the trans stereoisomer of 4 (desig-
nated by 4-trans), which is less energetic and is formed more
rapidly (a factor of about 50) than the cis one (designated
by 4-cis). In contrast, the cyclization of 4-trans was
calculated to be too slow, as compared to the global rate of
irreversible loss of 1 and 4, whereas it is very fast in the
case of 4-cis and can lead readily to benzene oxidation
products. However, it must be pointed out that the calculated
rate coefficient for the 4-cis formation is a factor of about
10 too low for being consistent with a reasonable yield of
oxidation products formed through this reaction channel.22

Therefore, the possibility of finding another (faster) reaction
pathway for the formation of 4-cis deserves a further
investigation. Moreover, all previous theoretical studies on
the reaction of O2 with radical 1 leading to peroxyl radicals
have focused on the O2 addition to position 2 of the benzene
ring in 1.6,20,22,23,26,27 The O2 addition to position 4 of the
benzene ring in 1 affording the hydroxyl-2,5-cyclohexadi-
enyl-4-peroxyl radical (6 in Scheme 4) appears to be an
alternative route33 that merits a study to elucidate whether
or not it plays any relevant role in the tropospheric degrada-
tion mechanism of benzene.

New theoretical calculations, using DFT and high level
ab initio methods, have been performed in this work aiming
to clarify the relative rate coefficients for the formation of
the cis and trans isomers of radical 4, assess the feasibility
of the reaction channel leading to the cis and trans isomers
of radical 6, and provide new data on the thermochemistry
and kinetics of the reactions of radicals 1, 4, and 6.

Scheme 1

Scheme 2

Scheme 3

Scheme 4
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2. Computational Details

2.1. Electronic Structure Calculations. The geometries
of the relevant stationary points (minima and first-order
saddle points) on the lowest energy PES of the radical 1 +
O2 reaction system were optimized using analytical gradient
procedures,34 employing DFT calculations. The spin-
unrestricted version of the Becke three-parameter hybrid
functional35 combined with the Lee, Yang, and Parr cor-
relation functional,36 denoted as UB3LYP,37 was employed
with the split-valence 6-31G(d) basis set.38 All of the
stationary points were characterized by their harmonic
vibrational frequencies as minima or saddle points. Connec-
tions of the transition-state structures between designated
minima were confirmed in each case by intrinsic reaction
coordinate (IRC)39 calculations using the second-order
algorithm of Gonzalez and Schlegel.40

We investigated the effect of adding diffuse sp functions41

on heavy atoms to the 6-31G(d) basis set on the optimized
geometries of the stationary points located at the UB3LYP/
6-31G(d) level. The geometries of the reactants (1 and O2),
five transition structures, and four reaction products involved
in reaction pathways shown in Schemes 2 and 3 were
obtained with the 6-31G(d) and 6-31+G(d) basis sets and
resulted not to differ significantly. Next, the geometries
optimized with both basis sets for the reactants and the five
transition structures were used in single-point energy calcula-
tions at ab initio high levels of theory (see below). The
relative energy differences were found to be at variance by
0.5 kcal/mol at most. Furthermore, because the 1 + O2

reaction system involves two unpaired electrons in O2

interacting with five delocalized electrons in the π system
of radical 1, we also investigated the effect on the optimized
geometries of the transition structures located with the
UB3LYP functional of the multireference character expected
for these structures. To this end, the geometries of the
reactants (1 and O2) and five transition structures involved
in reaction pathways shown in Schemes 2 and 4 were
reoptimized by use of a multiconfiguration self-consistent
field wave function of the complete active space (CASSCF)
class42 with the 6-31G(d) basis set. The CAS consisted of
13 electrons and 11 orbitals: the five electrons and five
orbitals involved in the π system of the radical 1 unit plus
eight electrons and six orbitals of the O2 unit. The CASSCF-
optimized geometries were found to be consistent with those
obtained using the B3LYP functional. Details on the two
tests are given in the Supporting Information (see Table S1
and Figures S1 and S2). Therefore, the procedure of using
the UB3LYP/6-31G(d)-optimized structures in the final
single-point calculations at ab initio high levels of theory
was deemed safe and adopted throughout this study.

It is well-known that the energy barriers affect the
calculated rate coefficients exponentially. Hence, it is crucial
to compute accurately the energies of the transition-state
structures relative to those of the reactants. Because it is
notorious that the UB3LYP functional underestimates the
energy barriers calculated for some radical reactions (e.g.,
in the case of loose transition states and H-atom abstraction
reactions),43 we carried out single-point (frozen core) coupled-

cluster44 calculations including all single and double excita-
tions, based on a reference unrestricted Hartree-Fock (UHF)
single determinant, together with a perturbative treatment
of all connected triple excitations,45 designated by UCCSD-
(T), with the 6-311+G(2df,2p) basis set46 using the geom-
etries optimized at the UB3LYP/6-31G(d) level. A special
difficulty is encountered in the case of the transition-state
structures located for the competing reactions shown in
Schemes 2-5 because we found a significant difference in
the degree of spin contamination shown by the UHF wave
function underlying the UCCSD(T) calculations. In fact, the
expected values of the spin-squared operator for the UHF/
6-311+G(2df,2p) wave function (designated by 〈S2〉) of the
transition-state structures calculated for these reactions were
ranging between 1.14 and 2.19 (see Table S3, Supporting
Information). Therefore, all of the energies were refined by
performing single-point energy calculations on the UB3LYP
geometries using (frozen core) partially spin-adapted CCSD-
(T) calculations based on a restricted open-shell Hartree-
Fock (ROHF) reference single determinant,47 designated by
RCCSD(T), to avoid the spin contamination problem of the
UCCSD(T) calculations.48

As noted above, some of the transition states involved in
the 1 + O2 reaction system may have appreciable multiref-
erence character and, therefore, may not be well treated with
a single-reference based method such as RCCSD(T). To test
this suspicion, we computed the T1 diagnostic values at the
RCCSD/6-311+G(2df,2p) level, based on the open-shell
formalism of Jayatilaka and Lee,49 for all of the open-shell
species considered in this study (see Table S3, Supporting
Information). The T1 diagnostic gives a qualitative assessment
of the significance of nondynamical electron correlation: the
larger is the T1 diagnostic value, the less reliable are the
results of the single-reference coupled cluster wave function.
For example, the RCCSD method is considered somewhat
less reliable if the T1 diagnostic value is larger than 0.044.43,50

Examining Table S3 (Supporting Information), we see that
all species have T1 diagnostic values ranging between 0.015
and 0.040 except the transition structure TS1′. Thus, our
computed RCCSD(T) energy results for TS1′ may not be
entirely reliable, although surely not unreasonable. Fortu-
nately, the energy of TS1′ is of lesser importance to this
study. It is clear then that for all species except TS1′ our
RCCSD(T) results should be reasonably reliable. To provide
additional support to this assertion, single-point second-order
multiconfigurational perturbation theory calculations
(CASPT2),51 based on the CASSCF(13,11) reference func-
tion, were carried out with the 6-31G(d) basis set for the
reactants (1 and O2) and five transition structures relevant
to reactions shown in Schemes 2 and 4. The CASSCF(13,11)/
6-31G(d)-optimized geometries were used in these CASPT2
calculations. As shown in Table S2 (Supporting Information),

Scheme 5
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the relative energy orderings of these transition structures
determined from the CASPT2/6-31G(d) and RCCSD(T)/6-
311+G(2df,2p) calculations compare reasonably well.

Zero-point vibrational energies (ZPVEs) were determined
from unscaled harmonic vibrational frequencies. Thermal
corrections to enthalpy and Gibbs energy values were
obtained assuming ideal gas behavior from the unscaled
harmonic frequencies and moments of inertia by conventional
methods.52 A standard pressure of 1 atm was taken in the
absolute entropy calculations.

All of the UB3LYP and UCCSD(T) calculations were
carried out by using the Gaussian 03 program package,53

whereas the MOLPRO 98 program package54 was employed
for the RCCSD(T) and T1 diagnostic computations. The
CASSCF and CASPT2 calculations were performed by using
the GAMESS55 and MOLCAS-656 program packages,
respectively.

2.2. Rate Coefficient and Equilibrium Constant Cal-
culations. It is well-known that the theoretical rate coefficient
of a reaction is extremely sensitive to the value of the reaction
energy barrier. For instance, a change of only 1.4 kcal/mol
on the calculated energy barrier causes a change of about a
factor of 10 on the calculated rate coefficient.22 With the
main purpose of ascertaining the reliability of the energy
barriers obtained from both the UCCSD(T) and the RCCSD-
(T) calculations, the rate coefficient, k, of the competing
reactions shown in Schemes 2-5 was evaluated by using
the conventional transition-state theory equation:57

where QTS is the partition function of the transition state;
QR is the product of the partition functions of the reactants;
ETS and ER are the total energy plus the ZPVE of the
transition state and reactants, respectively; kb is the Boltz-
mann constant; R is the ideal gas constant; T is the absolute
temperature; and Γ is the tunneling factor.

According to the standard formulas,52 the Q’s were
evaluated using the UB3LYP/6-31(d) geometries and har-
monic vibrational frequencies, while the E’s were taken
as the ZPVE-corrected UCCSD(T)/6-311+G(2df,2p) and
RCCSD(T)/6-311+G(2df,2p) energies. The Γ’s were evalu-
ated by zero-order approximation to the vibrationally adia-
batic PES model with zero curvature.58 In this approximation,
the tunneling is assumed to occur along a unidimensional
minimum energy path. The potential energy curve is ap-
proximated by an unsymmetrical Eckart potential energy
barrier59 that is required to go through the ZPVE corrected
energy (denoted as E) of the reactants, transition state, and
products. The equations that describe the Eckart potential
energy function were adapted from Truong and Truhlar.58

Solving the Schroedinger equation for the Eckart function
yields the transmission probability, κ(E). Γ is then obtained
by integrating the respective κ(E) over all possible energies:

For the reactions of radical 1 with O2 leading to the
formation of peroxyl radicals 4 and 6, the equilibrium

constants expressed in concentration units (denoted as Kc)
were evaluated by using the standard formulas:60

where R′ is the ideal gas constant in liter atmosphere units,
that is, 0.082 L atm/(mol ·K), Kp is the equilibrium constant
expressed in pressure units, and ∆GT

0 is the standard Gibbs
energy change at 1 atm.

3. Results and Discussion

Selected geometrical parameters of the most relevant struc-
tures concerning the stationary points located on the ground-
state PES of the 1 + O2 reaction system at the UB3LYP/
6-31G(d) level are shown in Figures 1-6. The Cartesian
coordinates of all structures reported in this Article are
available as Supporting Information. Total energies computed
at UB3LYP, UCCSD(T), and RCCSD(T) levels of theory
using the UB3LYP/6-31G(d)-optimized geometries, as well
as the ZPVEs, thermal corrections to enthalpy, and Gibbs
energy, for all structures are collected in Table S4 (Support-
ing Information). Tables 1-5 give the relative energies (∆U),
calculated at the UB3LYP, RCCSD(T), and UCCSD(T)
levels, the relative energies at 0 K (∆E(0 K)), and the relative
enthalpies (∆H(298 K)) and Gibbs energies (∆G(298 K)) at
298 K, calculated at the RCCSD(T) and UCCSD(T) levels,
for the stationary points involved in each reaction pathway
considered in the present study. Figures 7 and 8 display
schematic Gibbs energy profiles of the relevant reaction
pathways concerning the O2 addition to positions 2 and 4 of
the benzene ring in radical 1 and the subsequent ring closure
of the peroxyl radicals formed. Finally, the values of Γ and
k at 298 K for the bimolecular and unimolecular reactions
are summarized in Tables 6 and 7, respectively.

3.1. H-Atom Abstraction by O2 in Hydroxycyclohexa-
dienyl Radical Affording Phenol. Table 1 gives the values
of ∆U, ∆E(0 K), ∆H(298 K), and ∆G(298 K) calculated at
different levels of theory for the relevant stationary points
for the reaction pathway A in Scheme 2. In agreement with
earlier UB3LYP/6-31(+)G(d) calculations by Ghigo and
Tonachini,26 we found two transition structures for this
reaction channel (labeled as TS1 and TS1′ in Figure 1). Their
geometries differ one from the other essentially in the
orientation of the O-O and O-H bonds relative to the
benzene cycle. Furthermore, TS1′ shows an intermolecular
hydrogen bond between an oxygen atom of the O2 unit and
the hydrogen atom of the OH group. However, the UB3LYP/
6-31G(d) calculations predict that the total energy of TS1′
is 1.4 kcal/mol higher than that of TS1 (see Table 1). To
investigate the origin of this unexpected result, we performed
an analysis of the electron density in TS1 and TS1′ within the
framework of the topological theory of an atoms in molecules
(AIM).61 The AIM topological analysis of the electron density
in TS1′ revealed the presence of a bond critical point between
one of the two oxygen atoms of the O2 unit and the hydrogen
atom of the OH group, with an electron density of 0.0289 e,
which can be associated with the aforementioned intermolecular

k ) Γ
kbT

h

QTS

QR
e-(ETS-ER)/RT (1)

Γ(T) ) 1
kbT

e(ETS-ER)/kbT ∫0

∞
e-E/kbT

κ(E) dE (2)

Kc ) KpR′T (3)

RT ln Kp ) -∆GT
0 (4)
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hydrogen bond between these atoms. On the other hand, the
AIM topological analysis of the electron density in TS1 showed
the presence of a bond critical point between one of the two
oxygen atoms of the O2 unit and the closer carbon atom at
position 2 of the benzene ring, with an electron density of 0.0363

e. Therefore, although TS1 does not show any hydrogen-
bonding interaction, in this transition structure there exists an
extra binding interaction between the O2 molecule and the
radical 1, which is lacking in TS1′. Thus, the lower energy of
TS1 might be ascribed to the larger value of the electron density

Figure 1. Selected geometrical parameters of the equilibrium structures of hydroxycyclohexadienyl radical (1), phenol (3), and
the transition structures for the H-atom abstraction by O2 in 1 affording 3. Distances are given in angstroms and angles are in
degrees.

Figure 2. Selected geometrical parameters of the transition structures (TS2-cis and TS2′-cis) for the O2 addition to position 2
of the benzene ring in radical 1 and the equilibrium structure (4-cis) of the cis stereoisomer of peroxyl radical 4. Distances are
given in angstroms and angles are in degrees.
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calculated at the bond critical point associated with the latter
binding interaction in TS1, as compared to that calculated at
the bond critical point associated with the hydrogen-bonding
interaction in TS1′.

At the UCCSD(T) and RCCSD(T) levels, the energy
difference between TS1 and TS1′ increases to the values of
3.0 and 5.9 kcal/mol, respectively. The 〈S2〉 values calculated
for the UHF/6-311+G(2df,2p) wave function of TS1 and

Figure 3. Selected geometrical parameters of the transition structures (TS2-trans and TS2′-trans) for the O2 addition to position
2 of the benzene ring in radical 1 and the equilibrium structure (4-trans) of the trans stereoisomer of peroxyl radical 4. Distances
are given in angstroms and angles are in degrees.

Figure 4. Selected geometrical parameters of the transition structures (TS3-cis and TS3-trans) for the cyclization of radicals
4-cis and 4-trans to bicyclic allyl radical 5 and the equilibrium structures (5-cis and 5-trans) of the cis and trans stereoisomers
of this radical. Distances are given in angstroms.
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TS1′ are 2.08 and 2.19, respectively. As a consequence, the
heights of the barriers computed with the UCCSD(T) and
RCCSD(T) methods should differ significantly. In fact,
focusing on the lowest energy transition structure TS1, the
energy barrier in terms of ∆U (designated by ∆Uq) calculated
with these methods is 11.8 and 4.7 kcal/mol, respectively
(see Table 1). The energy barrier calculated at the RCCSD(T)
level leads to a rate coefficient at 298 K of 4.2 × 10-18

molecule-1 cm3 s-1 (see Table 6), which is a factor of about

10 lower than the estimated experimental22 value of (6-11)
× 10-17 molecule-1 cm3 s-1. On the other hand, the energy
barrier calculated at the UCCSD(T) level leads to a rate
coefficient at 298 K of 3.1 × 10-23 molecule-1 cm3 s-1,
which is too low by a factor of 106 as compared to the
estimated experimental result. Therefore, it appears that the
RCCSD(T) method performs much better than UCCSD(T)
in the calculation of the energy barrier for H-atom abstraction
from 1 by O2 affording phenol. This finding is consistent

Figure 5. Selected geometrical parameters of the transition structures (TS4-cis and TS4-trans) for the O2 addition to position
4 of the benzene ring in radical 1 and the equilibrium structures (6-cis and 6-trans) of the cis and trans stereoisomers of peroxyl
radical 6. Distances are given in angstroms and angles are in degrees.

Figure 6. Selected geometrical parameters of the transition structures (TS5-cis and TS5-trans) for the cyclization of radicals
6-cis and 6-trans to bicyclic allyl radical 7 and the equilibrium structures (7-cis and 7-trans) of the cis and trans stereoisomers
of this radical. Distances are given in angstroms and angles are in degrees.
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with the fact that spin contamination is eliminated in the
RCCSD(T) calculation of ∆Uq.

We note that the values (1.18 and 1.19) of the tunneling
factor Γ obtained with the RCCSD(T) and UCCSD(T)
methods for the phenol channel (see Table 6) indicate that
the tunneling effect in this reaction is negligible. This feature
is contrary to common belief that for an H-atom transfer
process the tunneling effect should be important. This
unexpected result is ascribed to the fact that the energy
barriers of reaction pathway A in Scheme 2 are broad, as
suggested by the small value (415.9i cm-1) of the imaginary
vibrational frequency of the transition structure TS1.

To compare the results of our computations for the phenol
channel with those of Lesclaux and co-workers,22 it is
convenient to consider the calculated enthalpy of activation
at 298 K (designated by ∆Hq(298 K)). By using a combina-
tion of UB3LYP/6-31G(d) and UCCSD(T)/6-31G(d,p) com-
putations with an empirical relationship between ∆Hq(298
K) and the reaction enthalpy at 298 K (designated by
∆Hr(298 K)), Lesclaux and co-workers22 determined a
∆Hq(298 K) of 1.8 kcal/mol. This value leads to a rate
coefficient at 298 K of 1.4 × 10-16 molecule-1 cm3 s-1,
which is in good agreement with the estimated experimental
value. On the other hand, the RCCSD(T)/6-311+G(2df,2p)

Table 1. Relative Energies (kcal/mol) of the Most Relevant Stationary Points on the Ground-State Potential Energy Surface
for H-Atom Abstraction by O2 in Hydroxycyclohexadienyl Radical (1) Forming Phenol (3)

UB3LYPa RCCSD(T)b

stationary pointc ∆U ∆U ∆E(0 K) ∆H(298 K) ∆G(298 K)

1 + O2 0.0 0.0 0.0 0.0 0.0
TS1 3.0 4.7 (11.8) 4.5 (11.5) 3.7 (10.8) 14.7 (21.8)
TS1′ 4.4 10.6 (14.8) 9.8 (14.0) 9.2 (13.4) 19.3 (23.5)
3 + HOO• -26.2 -29.9 (-30.3) -29.2 (-29.6) -29.3 (-30.9) -29.6 (-30.0)

a Calculated with the 6-31G(d) basis set. b Calculated with the 6-311+G(2df,2p) basis set. The values calculated at the UCCSD(T) level
with the same basis set are given in parentheses. c See Figure 1.

Table 2. Relative Energies (kcal/mol) of the Most Relevant Stationary Points on the Ground-State Potential Energy Surface
for O2 Addition to Position 2 of Benzene Ring in Hydroxycyclohexadienyl Radical (1)

UB3LYPa RCCSD(T)b

stationary pointc ∆U ∆U ∆E(0 K) ∆H(298 K) ∆G(298 K)

1 + O2 0.0 0.0 0.0 0.0 0.0
TS2-cis 2.3 1.5 (6.6) 3.3 (8.4) 2.5 (7.6) 13.9 (19.0)
TS2′-cis 4.8 7.0 (10.8) 8.1 (12.0) 7.5 (11.4) 18.0 (21.8)
4-cis -8.3 -12.7 (-13.4) -9.4 (-10.1) -10.3 (-11.0) 1.4 (0.7)
TS2-trans 3.1 1.5 (6.4) 3.2 (8.1) 2.5 (7.4) 13.6 (18.4)
TS2′-trans 5.9 3.9 (8.8) 5.2 (10.1) 4.7 (9.6) 15.3 (20.2)
4-trans -9.4 -14.0 (-14.7) -10.6 (-11.3) -11.5 (-12.2) 0.0 (-0.7)

a Calculated with the 6-31G(d) basis set. b Calculated with the 6-311+G(2df,2p) basis set. The values calculated at the UCCSD(T) level
with the same basis set are given in parentheses. c See Figures 2 and 3.

Table 3. Relative Energies (kcal/mol) of the Most Relevant Stationary Points on the Ground-State Potential Energy Surface
for the Cyclization of Peroxyl Radical 4 to the Bicyclic Allyl Radical 5

UB3LYPa RCCSD(T)b

stationary pointc ∆U ∆U ∆E(0 K) ∆H(298 K) ∆G(298 K)

4-cis 0.0 0.0 0.0 0.0 0.0
TS3-cis 10.6 13.4 (13.6) 13.1 (13.3) 12.4 (12.7) 14.1 (14.3)
5-cis -8.1 -11.7 (-10.8) -11.4 (-10.5) -11.9 (-11.0) -10.6 (-9.7)
4-trans 0.0 0.0 0.0 0.0 0.0
TS3-trans 17.1 18.8 (19.4) 18.4 (19.0) 17.9 (18.5) 19.5 (20.0)
5-trans -3.8 -7.0 (-6.2) -6.7 (-5.9) -7.2 (-6.4) -5.7 (-4.9)

a Calculated with the 6-31G(d) basis set. b Calculated with the 6-311+G(2df,2p) basis set. The values calculated at the UCCSD(T) level
with the same basis set are given in parentheses. c See Figures 2-4.

Table 4. Relative Energies (kcal/mol) of the Most Relevant Stationary Points on the Ground-State Potential Energy Surface
for O2 Addition to Position 4 of Benzene Ring in Hydroxycyclohexadienyl Radical (1)

UB3LYPa RCCSD(T)b

stationary pointc ∆U ∆U ∆E(0 K) ∆H(298 K) ∆G(298 K)

1 + O2 0.0 0.0 0.0 0.0 0.0
TS4-cis 4.2 4.6 (8.1) 6.0 (9.5) 5.5 (9.0) 15.2 (18.7)
6-cis -8.3 -12.4 (-13.0) -9.0 (-9.6) -9.8 (-10.4) 1.0 (0.4)
TS4-trans 4.0 4.8 (8.2) 6.1 (9.6) 5.7 (9.1) 15.5 (18.9)
6-trans -7.0 -12.3 (-12.9) -9.0 (-9.6) -11.7 (-12.3) -0.9 (-1.5)

a Calculated with the 6-31G(d) basis set. b Calculated with the 6-311+G(2df,2p) basis set. The values calculated at the UCCSD(T) level
with the same basis set are given in parentheses. c See Figure 5.
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calculations predicts a ∆Hq(298 K) of 3.7 kcal/mol (see Table
1), which is 1.9 kcal/mol higher than the value obtained by
Lesclaux and co-workers and leads to a rate coefficient at
298 K that is a factor of about 10 lower than the estimated
experimental value. Therefore, one might think that the

semiempirical procedure of Lesclaux and co-workers per-
forms much better than our approach, based on RCCSD(T)/
6-311+G(2df,2p) calculations, in predicting activation energy
barriers. However, our approach has the advantage of
avoiding the use of empirical relationships between ∆Hq(T)

Table 5. Relative Energies (kcal/mol) of the Most Relevant Stationary Points on the Ground-State Potential Energy Surface
for the Cyclization of Peroxyl Radical 6 to the Bicyclic Allyl Radical 7

UB3LYPa RCCSD(T)b

stationary pointc ∆U ∆U ∆E(0 K) ∆H(298 K) ∆G(298 K)

6-cis 0.0 0.0 0.0 0.0 0.0
TS5-cis 30.3 30.7 (31.6) 29.9 (30.7) 29.1 (29.8) 31.6 (32.4)
7-cis 11.0 7.6 (8.1) 7.8 (8.3) 7.1 (7.6) 9.4 (9.9)
6-trans 0.0 0.0 0.0 0.0 0.0
TS5-trans 35.4 34.2 (34.9) 32.7 (33.5) 34.2 (35.0) 36.0 (36.7)
7-trans 15.5 10.8 (11.4) 10.6 (11.2) 12.0 (12.6) 13.8 (14.4)

a Calculated with the 6-31G(d) basis set. b Calculated with the 6-311+G(2df,2p) basis set. The values calculated at the UCCSD(T) level
with the same basis set are given in parentheses. c See Figures 5 and 6.

Figure 7. Schematic Gibbs energy profiles of the relevant reaction pathways concerning the O2 addition to position 2 of the
benzene ring in radical 1 and the subsequent ring closure of the peroxyl radicals 4-cis and 4-trans. Relative Gibbs energy
values at 298 K (∆G(298 K)) determined from RCCSD(T)/6-311+G(2df,2p) calculations.

Figure 8. Schematic Gibbs energy profiles of the relevant reaction pathways concerning the O2 addition to positions 4 of the
benzene ring in radical 1 and the subsequent ring closure of the peroxyl radicals 6-cis and 6-trans. Relative Gibbs energy
values at 298 K (∆G(298 K)) determined from RCCSD(T)/6-311+G(2df,2p) calculations.
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and ∆Hr(T). Furthermore, as shown below, the relative
energy barriers determined at the RCCSD(T) level of theory
with the 6-311+G(2df,2p) basis set for the competing
reactions arising from the reaction 1 + O2 turn out to be
reasonably reliable.

Regarding the ∆Hr(298 K) of the phenol channel (see Table
1), it is to be noted that the value of -30.9 kcal/mol calculated
with the UCCSD(T) method using the 6-311+G(2df,2p) basis
set is 4.4 kcal/mol more negative than the value of -26.5
kcal/mol calculated with the same method using the 6-31G(d,p)
basis set, reported by Lesclaux and co-workers.22 It turns
out, therefore, that the ∆Hr(298 K) calculated for the reaction
channel affording phenol depends significantly on the size
of the basis set employed. Furthermore, there is a difference
of 1.6 kcal/mol between the values of ∆Hr(298 K) calculated
with the UCCSD(T) and RCCSD(T) methods using the
6-311+G(2df,2p) basis set. This feature is ascribed to the
significant spin contamination in the UHF/6-311+G(2df,2p)
wave function of 1 (i.e., 〈S2〉 ) 1.17).

Earlier energy calculations by Ghigo and Tonachini23,26

concerning the phenol channel, performed at the single-point
UB3LYP/6-311+G(d,p) level using UB3LYP/6-31(+)G(d)-
optimized geometries with energies corrected for spin
contamination, are in reasonable agreement with the results
of our RCCSD(T) calculations. Both the energy barrier and
the energy of reaction in terms of ∆G(298 K) reported by
Ghigo and Tonachini23 (i.e., 13.6 and -27.6 kcal/mol,
respectively) compare fairly well with our values of 14.7
and -29.6 kcal/mol, obtained at the RCCSD(T)/6-
311+G(2df,2p) level.

3.2. O2 Addition to Position 2 of the Benzene Ring in
Hydroxycyclohexadienyl Radical. Table 2 gives the values
of ∆U, ∆E(0 K), ∆H(298 K), and ∆G(298 K) calculated at
different levels of theory for the relevant stationary points
of the reaction pathway B in Scheme 2. In agreement with
the results of earlier theoretical studies,20,22 we found that
the lowest energy structure of both the cis and the trans
stereoisomers of peroxyl radical 4 (labeled as 4-cis and
4-trans in Figures 2 and 3, respectively) shows an intramo-
lecular hydrogen bond between the terminal oxygen atom
of the O-O fragment and the H-atom of the OH group. The
lowest energy isomer corresponds to 4-trans, whose ∆H(298
K) calculated at either the UCCSD(T) or the RCCSD(T) level
of theory is 1.2 kcal/mol lower than that of 4-cis. The
∆Hr(298 K) values determined with the UCCSD(T) method
for the reactions affording 4-cis and 4-trans (i.e., -11.0 and
-12.2 kcal/mol, respectively) are 0.7 kcal/mol more negative
than those calculated with the RCCSD(T) (i.e., -10.3 and
-11.5 kcal/mol, respectively). Lesclaux and co-workers22

have reported an experimental ∆Hr(298 K) value of -12.5
kcal/mol for the O2 addition to position 2 of the benzene
ring in 1 affording peroxyl radical 4. This value was
determined from the measured thermodynamic equilibrium
constant at 295 K for this reaction, assuming that the
observed equilibrium must essentially involve the trans
isomer of 4, by using a reaction entropy at 298 K of -38.6
cal/mol ·K (obtained from the UB3LYP/6-31G(d) calcula-
tions). At this point, we note that Lesclaux and co-workers
assume that the chemical equilibrium 1 + O2T 4 essentially
involves the trans isomer of 4 on the basis of theoretical
calculations predicting that the cis isomer is energetically
less stable than the trans one and that its formation rate is
significantly slower. However, it is not possible to resolve
these isomers on the basis of the currently available
experimental data. In the processing of the temperature-
dependent equilibrium constants experimental data, it was
assumed a single isomer of radical 4, hence not differentiating
the cis and trans isomers.22

The equilibrium between formation and decomposition of
the peroxyl radicals 4-cis and 4-trans was evaluated accord-
ing to eqs 3 and 4. The equilibrium constants at 298 K
predicted by the RCCSD(T) and UCCSD(T) methods are
given in Table 8. The equilibrium constant of reaction
pathway B in Scheme 2 has been measured in several
experimental studies.18,20-22 Bohn and Zetzsch18 determined
an equilibrium constant of 2.7 × 10-19 cm3 molecule-1 at
298 K, whereas Lesclaux and co-workers reported a value
of 1.15 × 10-19 cm3 molecule-1 at 295 K. More recently,

Table 6. Tunneling Factor (Γ; See eq 2) and Rate Coefficient (k in molecule-1 cm3 s-1; See eq 1) at 298 K Calculated for
Bimolecular Reactions Forming Phenol (3) and Peroxyl Radicals 4 and 6a

reaction TS Γ k

1 + O2 f 3 + HOO• TS1 1.18 (1.19) 4.2 × 10-18 (3.1 × 10-23)
1 + O2 f 4-cis TS2-cis 1.19 (1.12) 1.9 × 10-17 (3.4 × 10-21)
1 + O2 f 4-trans TS2-trans 1.19 (1.12) 3.2 × 10-17 (9.2 × 10-21)
1 + O2 f 6-cis TS4-cis 1.17 (1.15) 2.1 × 10-18 (5.7 × 10-21)
1 + O2 f 6-trans TS4-trans 1.16 (1.15) 1.3 × 10-18 (4.0 × 10-21)

a Calculated at the RCCSD(T) level of theory with the 6-311+G(2df,2p) basis set. The values calculated at the UCCSD(T) level with the
same basis set are given in parentheses.

Table 7. Tunneling Factor (Γ; See eq 2) and Rate
Coefficient (k in s-1; See eq 1) at 298 K Calculated for
Unimolecular Reactions of Cyclization of Peroxyl Radicals
4 and 6 and Their Reversible Decomposition Back to
1 + O2

a

reaction TS Γ k

4-cis f 5-cis TS3-cis 1.26 (1.12) 3.6 × 102 (2.6 × 102)
4-cis f 1 + O2 TS3-cis 1.19 (1.12) 5.1 × 103 (2.7 × 10-1)
4-trans f 5-trans TS3-trans 1.31 (1.31) 4.1 × 10-2 (1.8 × 10-2)
4-trans f 1 + O2 TS3-trans 1.19 (1.12) 7.9 × 102 (7.0 × 10-2)
6-cis f 7-cis TS5-cis 1.79 (1.80) 7.7 × 10-11 (2.0 × 10-11)
6-cis f 1 + O2 TS5-cis 1.17 (1.15) 2.8 × 102 (2.8 × 10-1)
6-trans f 7-trans TS5-trans 1.91 (1.92) 4.9 × 10-14 (1.5 × 10-14)
6-trans f 1 + O2 TS5-trans 1.16 (1.159) 6.8 × 101 (7.9 × 10-3)

a Calculated at the RCCSD(T) level of theory with the
6-311+G(2df,2p) basis set. The values calculated at the
UCCSD(T) level with the same basis set are given in parentheses.
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the latter authors measured a value of (2.62 ( 0.24) × 10-19

cm3 molecule-1 at 295 K, which is in good agreement with
that reported by Bohn and Zetzsch. Table 8 shows that the
equilibrium constants for 4-cis and 4-trans obtained from
the RCCSD(T) calculations are about a factor of 71 and 7,
respectively, lower than the experimental value reported by
Bohn and Zetzsch.18 Interestingly, the values determined
from the UCCSD(T) calculations for 4-cis and 4-trans are
about a factor of 22 and 2, respectively, lower than the latter
experimental value. These results suggest that the values of
∆Hr(298 K) predicted by the UCCSD(T) method are more
reliable than those predicted by RCCSD(T) method. How-
ever, it should be stressed again that the experiments
performed in all of these studies could not distinguish
between the possible isomers of peroxyl radical 4. This fact
should be taken into account when comparing the experi-
mental results with the theoretical calculations.

We found two transition structures for the reaction channel
leading to 4-cis (labeled as TS2-cis and TS2′-cis in Figure
2) and two transition structures for the reaction channel
leading to 4-trans (labeled as TS2-trans and TS2′-trans in
Figure 3). In the case of TS2-cis and TS2′-cis, their
geometries differ one from the other essentially in the
orientation of the O-O bond relative to the benzene cycle,
TS2-cis with the O-O bond nearly eclipsing a C-C bond
and TS2′-cis with the O-O bond pointing away from the
ring. The geometry of TS2-cis is similar to that of the
transition structure found at the UB3LYP/6-31(+)G(d) level
reported in ref 26 (designated TS(B)). On the other hand,
because the geometry of the transition structure found at the
UB3LYP/6-31G(d) level for the O2 addition to radical 1
affording the cis isomer of peroxyl radical 4 is not reported
in ref 22, it is not possible to ascertain whether or not such
a transition structure is identical to TS2-cis. However, the
value of 5.0 kcal/mol calculated at UB3LYP/6-31G(d) level
for the ∆Hq(298 K) of this reaction pathway in ref 22 appears
significantly higher than the value of 3.2 kcal/mol obtained
at the same level of theory from data given in Table S4
(Supporting Information). It is likely that the transition
structure found at the UB3LYP/6-31G(d) level for the O2

addition to radical 1 yielding the cis isomer of peroxyl radical
4 in ref 22 corresponds to TS2′-cis.

The geometries of TS2-trans and TS2′-trans differ one
from the other essentially in the orientation of the O-H bond

relative to the benzene cycle, TS2-trans with the O-H bond
pointing to the ring and TS2′-trans with the O-H bond
pointing away from the ring. Earlier theoretical studies by
Ghigo and Tonachini23,26 on the 1 + O2 f 4 reaction
considered only the O2 addition on the same side of the
benzene ring as the OH group, affording the cis isomer of
peroxyl radical 4. Hence, the latter authors do not report any
transition structure for the formation of the trans isomer of
4. Furthermore, the geometry of the transition structure found
for this reaction pathway by Lesclaux and co-workers is not
reported in ref 22. Therefore, the geometries of either TS2-
trans or TS2′-trans cannot be compared to that of any
previously calculated transition structure.

The UB3LYP/6-31G(d) calculations predict that the
total energy of TS2-cis is 2.5 kcal/mol lower than that of
TS2′-cis, whereas the total energy of TS2-trans is 2.8 kcal/
mol lower than that of TS2′-trans (see Table 2). At the
UCCSD(T) level, these energy differences are found to
be 4.2 and 2.4 kcal/mol, respectively. The 〈S2〉 values
calculated for the UHF/6-311+G(2df,2p) wave function
of TS2-cis, TS2′-cis, TS2-trans, and TS2′-trans are 2.04,
2.10, 2.04, and 2.06, respectively. As a consequence, the
heights of the barriers computed with the UCCSD(T) and
RCCSD(T) methods for the reaction channels affording
either 4-cis or 4-trans should differ significantly. In fact,
focusing on the lowest energy transition structure, the
values of ∆Uq calculated with these methods are 6.6 and
1.5 kcal/mol (TS2-cis) and 6.4 and 1.5 kcal/mol (TS2-
trans), respectively (see Table 2). The ∆Uq of 1.5 kcal/
mol, calculated at the RCCSD(T) level for the reaction
channels affording either 4-cis or 4-trans, leads to the rate
coefficients at 298 K of 1.9 × 10-17 and 3.2 × 10-17

molecule-1 cm3 s-1, respectively (see Table 6). Thus, the
RCCSD(T) calculations predict a global rate coefficient
at 298 K of 5.1 × 10-17 molecule-1 cm3 s-1 for the
reaction yielding peroxyl radical 4, which is a factor of
about 15-25 lower than the experimental21,22 values
ranging between 7.7 × 10-16 and 13.1 × 10-16 molecule-1

cm3 s-1. On the other hand, the energy barriers of 6.6
and 6.4 kcal/mol, calculated at the UCCSD(T) level for
the reaction channels affording 4-cis and 4-trans, respec-
tively, lead to the rate coefficients at 298 K of 3.4 × 10-21

and 9.2 × 10-21 molecule-1 cm3 s-1 (see Table 6). The
UCCSD(T) calculations, therefore, predict a global rate
coefficient at 298 K of 1.3 × 10-20 molecule-1 cm3 s-1

for the reaction leading to peroxyl radical 4, which is too
low by a factor of 104-105 as compared to the experi-
mental values. Thus, it appears that the RCCSD(T) method
performs much better than the UCCSD(T) one in the
calculation of the energy barriers for O2 addition to
position 2 of the benzene ring in 1 yielding peroxyl radical
4. Again, this result is consistent with the fact that spin
contamination is eliminated in the RCCSD(T) calculations.

At this point, it is worth noting that the rate coefficients
at 298 K derived from the RCCSD(T) calculations indicate
that the formation rate of 4-trans is slightly faster (a factor
of 1.7) than that of 4-cis (see Table 6). This result is at
variance with the theoretical calculations of Lesclaux and
co-workers22 predicting that the formation rate of the trans

Table 8. Standard Gibbs Energy Change at 1 atm and
298 K (∆G° in kcal mol-1) and Equilibrium Constants (Kc in
molecule-1 cm3) at 298 K Calculated for the Reactions
Forming Peroxyl Radicals 4 and 6

RCCSD(T)a UCCSD(T)b

reaction ∆G° Kc ∆G° Kc

1 + O2 T 4-cis 1.4 3.82 × 10-21 0.7 1.25 × 10-20

1 + O2 T 4-trans 0.0 4.06 × 10-20 -0.7 1.32 × 10-19

1 + O2 T 6-cis 1.0 7.51 × 10-21 0.4 2.07 × 10-20

1 + O2 T 6-trans -0.9 1.86 × 10-19 -1.5 5.11 × 10-19

a Determined from relative energies calculated at the RCCSD(T)
level of theory with the 6-311+G(2df,2p) basis set. b Determined
from relative energies calculated at the UCCSD(T) level of theory
with the 6-311+G(2df,2p) basis set.
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isomer is substantially faster (a factor of 50) than that of
the cis one. This important discrepancy is traced back to
the lower energy of TS2-cis as compared to that of the
transition structure found by Lesclaux and co-workers
for the reaction channel affording the cis isomer of peroxyl
radical 4.

Earlier energy calculations by Ghigo and Tonachini23

concerning the O2 addition to radical 1 yielding the cis isomer
of peroxyl radical 4, performed at the single-point UB3LYP/
6-311+G(d,p) level using UB3LYP/6-31(+)G(d)-optimized
geometries with energies corrected for spin contamination,
are at variance with the results of our RCCSD(T) computa-
tions. Ghigo and Tonachini reported, in terms of ∆G(298
K), an energy barrier of 15.6 kcal/mol and an energy of
reaction of 10.5 kcal/mol, which are significantly higher than
the values of 13.9 and 1.4 kcal/mol we obtained at the
RCCSD(T)/6-311+G(2df,2p) level. The origin of such a
large discrepancy in the calculated energy of reaction is
unclear. It has been observed in similar systems that the
B3LYP functional may yield significant differences in
calculated energies of reaction, as compared to the values
obtained from CCSD(T) calculations.22,62 In general, CCS-
D(T) calculations describe the reactions as being more
exoergic than do B3LYP calculations.

3.3. Cyclization Reaction of Peroxyl Radical 4. On the
basis of previous theoretical calculations of thermochemi-
cal and kinetic parameters for the cyclization of peroxyl
radical 4 affording bicyclic radicals by formation of a
peroxy bridge, the ring closure in 4 leading to radical 5
(see Scheme 3) appears to be the only possible cyclization
pathway for peroxyl radical 4 under tropospheric condi-
tions.23 Therefore, here we have considered only this
cyclization mode for both 4-cis and 4-trans. Table 3 gives
the values of ∆U, ∆E(0 K), ∆H(298 K), and ∆G(298 K)
calculated at different levels of theory for the relevant
stationary points associated with these cyclization reac-
tions. In agreement with the results of the theoretical study
by Lesclaux and co-workers,22 the UB3LYP, UCCSD(T),
and RCCSD(T) calculations predict the cis stereoisomer
of the byciclic radical 5 (labeled as 5-cis in Figure 4) to
be energetically more stable than the trans stereoisomer
(labeled as 5-trans in Figure 4). For instance, the values
of ∆H(298 K) determined from the UCCSD(T) and
RCCSD(T) calculations for 5-cis are 4.6 and 4.7 kcal/
mol, respectively, lower than those calculated for 5-trans.

The transition structures calculated for the cyclization of
4-cis leading to 5-cis (labeled as TS3-cis) and the cyclization
of 4-trans affording 5-trans (labeled as TS3-trans) are
depicted in Figure 4. Interestingly, the ∆Uq values computed
with the UCCSD(T) and RCCSD(T) methods for these
reactions differ only in a few tenths of kcal/mol. This finding
might be ascribed to a small degree of spin contamination
of the UHF wave function of TS3-cis and TS3-trans.
However, the 〈S2〉 value calculated for the UHF/6-
311+G(2df,2p) wave function of TS3-cis and TS3-trans is
1.33.

Earlier UB3LYP/6-311+G(d,p) calculations using UB3LYP/
6-31(+)G(d)-optimized geometries with energies corrected
for spin contamination by Ghigo and Tonachini23 on the ring

closure of peroxyl radical 4 affording the bicyclic radical 5
considered only the cis isomer of 4. The ∆Hq(298 K) of 12.7
kcal/mol reported by Ghigo and Tonachini for this reaction
pathway is in good agreement with the value of 12.4 kcal/
mol we obtained from our RCCSD(T)/6-311+G(2df,2p)
calculations. On the contrary, the ∆Hr(298 K) of -5.4 kcal/
mol computed by Ghigo and Tonachini differs substantially
from the value of -11.9 kcal/mol of our RCCSD(T)/6-
311+G(2df,2p) calculations. We recall again that on similar
systems it has been observed that, in general, the CCSD(T)
calculations predict the reactions as being more exoergic than
do the B3LYP calculations.22,62

In line with the results reported by Lesclaux and co-
workers,22 all barrier heights (∆Uq, ∆Eq(0 K), ∆Hq(298
K), and ∆Gq(298 K)) calculated for the cyclization reaction
of 4-cis are significantly lower than those calculated
for the cyclization of 4-trans (see Table 3). As a
consequence, the value of the rate coefficient at 298 K
derived from the RCCSD(T) calculations (see Table 7)
for the cyclization 4-cisf 5-cis (3.6 × 102 s-1) is a factor
of about 104 higher than the value determined for the
cyclization 4-trans f 5-trans (4.1 × 10-2 s-1). On the
other hand, Table 7 shows that the rate coefficient
calculated for the reversible decomposition 4-cis f 1 +
O2 (5.1 × 103 s-1) is about a factor of 10 higher than rate
coefficient obtained for the cyclization 4-cis f 5-cis,
whereas the rate coefficient for the reversible decomposi-
tion 4-trans f 1 + O2 (7.9 × 102 s-1) is about a factor of
104 higher than the rate coefficient for the cyclization
4-trans f 5-trans. Therefore, under tropospheric condi-
tions, it appears that the only possible reaction pathway
for 4-trans is the reversible decomposition back to the
reactants, leading to the chemical equilibrium 1 + O2 T
4-trans, whereas 4-cis can undergo cyclization to the
bicyclic radical 5-cis. These results are pictorially il-
lustrated in Figure 7 in terms of the ∆G(298 K) calculated
at the RCCSD(T) level of theory for the relevant stationary
points involved in the O2 addition to position 2 of the
benzene ring in radical 1 and the subsequent ring closure
of the peroxyl radicals formed. Because the bicyclic
radical 5 can lead readily to cleavage of the former
aromatic ring yielding the principal benzene oxidation
products (glyoxal and butenedial),24,25 it turns out that
the formation of 4-cis implies irreversible loss of radical
1. On the other hand, the experimentally observed
chemical equilibrium 1 + O2T 4 must essentially involve
the trans isomer of peroxyl radical 4. This feature confirms
the assumption put forward by Lesclaux and co-workers22

on the basis that the trans isomer is energetically more
stable and is formed much more rapidly (a factor of about
50) than the cis one. However, as emphasized above, the
rate coefficients at 298 K derived from the RCCSD(T)
calculations indicate that the formation rate of 4-trans is
only slightly faster (a factor of 1.7) than that of 4-cis (see
Table 6). Therefore, the observed chemical equilibrium 1
+ O2 T 4 must essentially involve the trans isomer of 4
because the cyclization 4-transf 5-trans cannot compete
with the decomposition of 4-trans back to the reactants 1
+ O2.
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3.4. O2 Addition to Position 4 of the Benzene Ring in
Hydroxycyclohexadienyl Radical. Table 4 gives the values
of ∆U, ∆E(0 K), ∆H(298 K), and ∆G(298 K) calculated at
different levels of theory for the relevant stationary points
of the reaction pathway shown in Scheme 4. Both the
UCCSD(T) and the RCCSD(T) calculations predict the total
energy of the cis stereoisomer of peroxyl radical 6 (labeled
as 6-cis in Figure 5) to be 0.1 kcal/mol lower than that of
the trans one (labeled as 6-trans in Figure 5). Inclusion of
ZPVE and thermal corrections to energy changes the relative
energy ordering of these isomers. Thus, the ∆H(298 K)
calculated at either the UCCSD(T) or the RCCSD(T) level
of theory for 6-trans is 1.9 kcal/mol lower than that of 6-cis.
The ∆Hr(298 K) values determined with the UCCSD(T)
method for the addition reactions affording 6-cis and 6-trans
(i.e., -10.4 and -12.3 kcal/mol, respectively) are 0.6 kcal/
mol more negative than those calculated with the RCCSD(T)
(i.e., -9.8 and -11.7 kcal/mol, respectively). Interestingly,
these ∆Hr(298 K) values differ only in a few tenths of kcal/
mol from those calculated for the addition reactions affording
4-trans and 4-cis (compare the ∆H(298 K) values given in
Tables 2 and 4). As a consequence, the values of the
equilibrium constants predicted for the chemical equilibriums
1 + O2 T 6-cis and 1 + O2 T 6-trans are close to those
predicted for the equilibriums 1 + O2 T 4-cis and 1 + O2

T 4-trans, respectively (see Table 8).

At variance with the addition reactions 1 + O2 affording
4-cis and 4-trans, we found only one transition structure for
the reaction channel leading to 6-cis (labeled as TS4-cis in
Figure 5) and only one transition structure for the reaction
channel leading to 6-trans (labeled as TS4-trans in Figure
5). The UB3LYP/6-31G(d) calculations predict that the total
energy of TS4-cis is 0.2 kcal/mol higher than that of TS4-
trans (see Table 4). At the UCCSD(T) level of theory, the
total energy of TS4-cis is calculated to be 0.1 kcal/mol lower
than that of TS4-trans. The 〈S2〉 values determined for the
UHF/6-311+G(2df,2p) wave functions of TS4-cis and TS4-
trans are 1.98 and 1.99, respectively. As a consequence, the
heights of the barriers computed with the UCCSD(T) and
RCCSD(T) methods for the reaction channels leading to 6-cis
and 6-trans differ significantly. For instances, the values of
∆Uq calculated with the UCCSD(T) and RCCSD(T) methods
for these reaction channels are 8.1 and 4.6 kcal/mol (TS4-
cis) and 8.2 and 4.8 kcal/mol (TS4-trans), respectively (see
Table 4).

Focusing on the energy barriers calculated with the
RCCSD(T) method, a comparison between the O2 addition
to positions 2 and 4 of the benzene ring in radical 1 affording
the cis and trans isomers of radicals 4 and 6 reveals that the
∆Uq for the addition to position 4 is about 3 kcal/mol higher
than that for addition to position 2 (see Tables 2 and 4).
The energy barriers determined from the RCCSD(T) calcula-
tions for the reaction channels affording 6-cis and 6-trans
lead to the rate coefficients at 298 K of 2.1 × 10-18 and 1.3
× 10-18 molecule-1 cm3 s-1, respectively, which are a factor
of about 10 lower than those calculated for the reaction
channels affording 4-cis and 4-trans (see Table 6). Conse-
quently, although the ∆Hr(298 K) values for the O2 addition
to positions 2 and 4 of the benzene ring in radical 1 are

predicted to be similar, the addition to position 2 is clearly
preferred over the addition to position 4.

3.5. Cyclization Reaction of Peroxyl Radical 6. From
the strain energy point of view, the ring closure to the
bicyclic radical 7 (see Scheme 5) appears to be the more
viable cyclization mode of peroxyl radical 6 under
tropospheric conditions. Therefore, here we have consid-
ered only this cyclization mode for both 6-cis and 6-trans.
Table 5 gives the values of ∆U, ∆E(0 K), ∆H(298 K),
and ∆G(298 K) calculated at different levels of theory
for the relevant stationary points associated with these
cyclization reactions. Both the UCCSD(T) and the RCCSD-
(T) calculations predict the cis stereoisomer of the byciclic
radical 7 (labeled as 7-cis in Figure 6) to be energetically
more stable than the trans stereoisomer (labeled as 7-trans
in Figure 6). Thus, the ∆H(298 K) values determined from
the UCCSD(T) and RCCSD(T) calculations for 7-cis are
5.0 and 4.9 kcal/mol lower, respectively, than those
calculated for 7-trans.

In clear contrast with the cyclization reactions 4-cis f
5-cis and 4-trans f 5-trans, which were found to be
exothermic, the cyclizations 6-cis f 7-cis and 6-trans f
7-trans are calculated to be endothermic. For instance, the
∆Hr(298 K) values determined from the RCCSD(T) calcula-
tions for the reactions 4-cis f 5-cis and 4-trans f 5-trans
are -11.9 and -7.2 kcal/mol, respectively (see Table 3),
whereas those determined for the reactions 6-cis f 7-cis
and 6-transf 7-trans are 7.1 and 12.0 kcal/mol, respectively
(see Table 5).

The transition structures found for the cyclization
reactions 6-cis f 7-cis (labeled as TS5-cis) and 6-trans
f 7-trans (labeled as TS5-trans) are shown in Figure 6.
Although the 〈S2〉 values calculated for the UHF/6-
311+G(2df,2p) wave function for TS5-cis (1.14) and TS5-
trans (1.15) indicate a significant degree of spin contami-
nation, the ∆Uq values computed with the UCCSD(T) and
RCCSD(T) methods for these reactions are similar (see
Table 5). As found for the cyclization reactions of 4-cis
and 4-trans, all barrier heights (∆Uq, ∆Eq(0 K), ∆Hq(298
K), and ∆Gq(298 K)) calculated for the cyclization of 6-cis
are significantly lower than those calculated for the
cyclization of 6-trans (see Table 5). However, all barrier
heights computed for the cyclization of either 6-cis or
6-trans are about twice those computed for the cyclization
of either 4-cis or 4-trans (see Tables 3 and 5). Further-
more, the values of the rate coefficient at 298 K derived
from the RCCSD(T) calculations (see Table 7) for the
cyclizations 6-cis f 7-cis (7.7 × 10-11 s-1) and 6-trans
f 7-trans (4.9 × 10-14 s-1) are extremely small, as
compared to those for the cyclizations 4-cis f 5-cis (3.6
× 102 s-1) and 4-trans f 5-trans (4.1 × 10-2 s-1). On
the other hand, Table 7 shows that the rate coefficient
calculated for the reversible decomposition 6-cis f 1 +
O2 (2.8 × 102 s-1) is about a factor of 1013 higher than
the rate coefficient obtained for the cyclization 6-cis f
7-cis and the rate coefficient for the reversible decomposi-
tion 6-trans f 1 + O2 (6.8 × 101 s-1) is about a factor of
1015 higher than the rate coefficient for the cyclization
6-trans f 7-trans. Therefore, under tropospheric condi-
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tions, it appears that the only possible reaction pathway
for either 6-cis or 6-trans is the reversible decomposition
back to the reactants, leading to the chemical equilibrium
1 + O2T 6. This feature is pictorially illustrated in Figure
8 in terms of the ∆G(298 K) calculated at the RCCSD(T)
level of theory for the stationary points involved in the
O2 addition to position 4 of the benzene ring in radical 1
and the subsequent ring closure of the peroxyl radicals
formed. As a consequence, it appears that the O2 addition
to position 4 of the benzene ring in radical 1 cannot
contribute to the formation of benzene oxidation products
through cleavage of the former aromatic ring in bicyclic
radicals 7-cis and 7-trans.

3.6. Global Irreversible Loss of Hydroxycyclohexadi-
enyl and Peroxyl Radicals. One of the main objectives of
the experimental work carried out by Lesclaux and co-
workers22 on the reaction of radical 1 with O2 was to provide
kinetic data accounting for the global irreversible loss of
radical species (essentially radical 1 and the resulting peroxyl
radicals), yielding phenol and other oxidation products.
Specifically, Lesclaux and co-workers measured experimen-
tally a total rate coefficient for the global radical loss
reactions of (2.52 ( 0.40) × 10-16 cm3 molecule-1 s-1 at
295 K. This rate coefficient was employed for evaluating
product yields from calculated rate coefficients of possible
reaction channels. In particular, from the rate coefficient at
298 K of 1.4 × 10-16 molecule-1 cm3 s-1 calculated for the
phenol channel, a yield of about 55% was obtained for
phenol, in reasonable agreement with experimental values
(25-61%).1,30-32

Besides the reaction channel yielding phenol, the
theoretical results described above for the possible reaction
channels arising from the reaction of radical 1 with O2

indicate that the reaction channel 1 + O2 f 4-cis is the
only reaction leading to irreversible loss of radical 1.
Therefore, excluding radical-radical reactions, the total
rate coefficient for the global irreversible loss of radicals
species can be approximated as the sum of the rate
coefficients at 298 K calculated for the reactions 1 + O2

f 3 + HOO• and 1 + O2 f 4-cis. This approximation
leads to a total rate coefficient at 298 K of 2.3 × 10-17

molecule-1 cm3 s-1 (see Table 6), which is a factor of
about 10 lower than the experimental value of Lesclaux
and co-workers. However, from the rate coefficient at 298
K of 4.2 × 10-18 molecule-1 cm3 s-1 calculated for the
phenol channel, a yield of about 18% was obtained for
phenol, in reasonable agreement with experimental
values.1,30-32 Therefore, although the energy barriers
obtained from RCCSD(T) calculations with the 6-311+G
(2df,2p) basis set for the competing reaction channels
arising from the reaction 1 + O2 lead to rate coefficients
at 298 K that are a factor of about 10 too low, the relative
rate coefficients are reasonably reliable.

3.7. Comparison to Theoretical Calculations on HO•-
Initiated Oxidation of p-Xylene and m-Xylene. Recently,
Fan and Zhang have studied the HO•-initiated oxidation
reactions of p-xylene63 and m-xylene.64 By using optimized
geometries, vibrational frequencies, and ZPVE-corrected
energies, obtained at the UB3LYP/6-31G(d,p) level, Fan and

Zhang have investigated the competing pathways arising
from the reaction of the p-xylene-HO• and m-xylene-HO•

adducts with O2 to assess the energetically favorable
pathways to propagate the oxidations. As compared to
benzene oxidation, the mechanistic complexity of the p-
xylene and m-xylene oxidations is much higher due to the
existence of multiple isomeric pathways at each reaction
stage.

The theoretical calculations of Fan and Zhang predict
the HO• addition to occur preferentially at the ortho
position of p-xylene and the two possible ortho positions
of m-xylene. Regarding the O2 addition to the
p-xylene-HO• and m-xylene-HO• adducts, the theoretical
study of Fang and Zhang focuses exclusively on the
addition on the same side of the benzene ring as the
hydroxyl group, because they found that this addition
mode leads to the formation of the energetically favorable
isomers of the peroxyl radicals. In clear contrast, our
UCCSD(T) and RCCSD(T) calculations predict that the
peroxyl radical 4-trans resulting from the O2 addition to
the benzene-HO• adduct 1 is less energetic and is formed
somewhat faster than the isomer 4-cis.

The ZPVE-corrected reaction energies (designated by
∆Er(0 K)) for the formation of HO•-p-xylene-O2 and
HO•-m-xylene-O2 peroxyl radicals from the O2 addition
to the corresponding p-xylene-HO• and m-xylene-HO•

adducts range from -4.5 to -7.1 kcal/mol. These values
are significantly less negative than the ∆Er(0 K) obtained
from the UCCSD(T) and RCCSD(T) calculations (see Tables
2 and 4) for the reaction pathways 1 + O2 f 4-cis (-10.1
and -9.4 kcal/mol, respectively) and 1 + O2f 6-cis (-9.6
and -9.0 kcal/mol, respectively). The ZPVE-corrected
energy barriers (designated by ∆Eq(0 K)) for the O2 addition
to the ortho p-xylene-HO• adduct range from -0.51 to 4.18
kcal/mol, while for the O2 addition to the two ortho
p-xylene-HO• adducts range from -1.2 to 3.56 kcal/mol.
These barriers are lower than our ∆Eq(0 K) values of 3.3
and 6.0 kcal/mol obtained with the RCCSD(T) method for
the reaction pathways 1 + O2 f 4-cis and 1 + O2 f 6-cis,
respectively.

Finally, it is worth noting that the ∆Er(0 K) values
reported by Fan and Zhang for the cyclization of the
p-xylene and m-xylene peroxyl radicals arising from initial
HO• and subsequent O2 addition to the ring to form bridged
bicyclic radicals possessing a delocalized allyl system
range between -5.37 and -8.89 kcal/mol. These values
are less negative than the ∆Er(0 K) obtained from the
UCCSD(T) and RCCSD(T) calculations (see Table 3) for
the isomerization of peroxyl radical 4-cis to the bicyclic
radical 5-cis (-10.5 and -11.4 kcal/mol, respectively).
Furthermore, the ∆Eq(0 K) values reported by Fan and
Zhang for the cyclization of HO•-p-xylene-O2 and
HO•-m-xylene-O2 peroxyl radicals affording bridged
bicyclic radicals containing a delocalized allyl radical
(ranging from 9.07 to 11.14 kcal/mol) are significantly
lower than the ∆Eq(0 K) value of 13.1 kcal/mol predicted
by the RCCSD(T) calculations for the isomerization of
peroxyl radical 4-cis to the bicyclic radical 5-cis.
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4. Summary and Conclusions

Density functional theory (UB3LYP) and quantum-
mechanical (UCCSD(T) and RCCSD(T)) electronic struc-
ture calculations were carried out to investigate the
primary steps of the oxidative degradation of benzene
under tropospheric conditions, initiated by the addition
of HO• to the aromatic ring. The energetic, structural, and
vibrational results furnished by these calculations were
subsequently used to perform conventional transition-state
computations to predict the rate coefficients and evaluate
the product yields of the competing abstraction and
addition reactions arising from the reaction of the
benzene-HO• adduct 1 with O2. From the analysis of the
results, the following main points emerge.

(1) The barrier heights (∆Uq, ∆Eq, ∆Hq, and ∆Gq) deter-
mined from RCCSD(T) calculations with the 6-311+G(2df,2p)
basis set are found to be more reliable than those obtained
from UCCSD(T) calculations with the same basis set. This
theoretical finding is ascribed to the high degree of spin
contamination shown by the UHF wave function underlying
the UCCSD(T) calculations of the transition structures and
is consistent with the fact that such spin contamination is
eliminated in the RCCSD(T) calculations.

(2) It is confirmed that the trans stereoisomer of the peroxyl
radical 4 produced by the O2 addition to position 2 of
benzene ring in the benzene-HO• adduct 1 is energetically
more stable than the cis one. However, at variance with an
earlier theoretical study, the rate coefficients at 298 K for
the formation of both stereoisomers are predicted to be
similar.

(3) All of the barrier heights (∆Uq, ∆Eq, ∆Hq, and ∆Gq)
calculated for the cyclization of the cis isomer of peroxyl
radical 4 to the cis isomer of a bicyclic allyl radical 5 bearing
a peroxy bridge are significantly lower than those calculated
for the cyclization of the trans isomer of 4. Because radical
5 can lead readily to cleavage of the former aromatic ring
yielding the principal benzene oxidation products, it is
concluded that the formation of the cis isomer of 4 implies
irreversible loss of radical 1 and that the observed chemical
equilibrium 1 + O2 T 4 must essentially involve the trans
isomer of 4.

(4) The O2 addition to position 4 of benzene ring in the
benzene-HO• adduct 1 affords the cis and trans stereoiso-
mers of a peroxyl radical 6. The cis isomer of 6 is predicted
to be energetically more stable than the trans one. Although
the reaction enthalpies calculated for the O2 addition to
positions 2 and 4 of the benzene ring in radical 1 are
calculated to be similar, the addition to position 2 is clearly
preferred over the addition to position 4 because it involves
a lower barrier.

(5) The heights of the barriers computed for the cyclization
of either the cis or the trans isomer of peroxyl radical 6 to
a bicyclic radical 7 bearing a peroxy bridge are about twice
the heights of the barriers computed for the cyclization of
either the cis or the trans isomer of peroxyl radical 4 to
bicyclic radical 5. Under tropospheric conditions, the only
possible reaction pathway for radical 6 is the reversible
decomposition back to the reactants, leading to the chemical

equilibrium 1 + O2 T 6. As a consequence, it is unlikely
that the O2 addition to position 4 of the benzene ring in
radical 1 can contribute to the formation of benzene oxidation
products.
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Abstract: Molecular dynamics simulations starting from different initial conditions are commonly
used to mimic the behavior of an experimental ensemble. We show in this article that when a
Langevin thermostat is used to maintain constant temperature during such simulations, extreme
care must be taken when choosing the random number seeds to prevent statistical correlation
among the MD trajectories. While recent studies have shown that stochastically thermostatted
trajectories evolving within a single potential basin with identical random number seeds tend to
synchronize, we show that there is a synchronization effect even for complex, biologically relevant
systems. We demonstrate this effect in simulations of alanine trimer and pentamer and in a
simulation of a temperature-jump experiment for peptide folding of a 14-residue peptide. Even
in replica-exchange simulations, in which the trajectories are at different temperatures, we find
partial synchronization occurring when the same random number seed is employed. We explain
this by extending the recent derivation of the synchronization effect for two trajectories in a
harmonic well to the case in which the trajectories are at two different temperatures. Our results
suggest several ways in which mishandling selection of a pseudorandom number generator
initial seed can lead to corruption of simulation data. Simulators can fall into this trap in simple
situations such as neglecting to specifically indicate different random seeds in either parallel or
sequential restart simulations, utilizing a simulation package with a weak pseudorandom number
generator, or using an advanced simulation algorithm that has not been programmed to distribute
initial seeds.

1. Introduction

The use of molecular-dynamics (MD) simulations is widespread
across various fields.1 It is often useful to perform MD
simulations in the canonical ensemble (NVT) in order to
compare with experimental processes. In such circumstances,

a thermostat is used to regulate temperature. Many types of
thermostats are commonly employed, including Berendsen,2

Nose-Hoover,3–5 Andersen,6 and Langevin.7 Andersen and
Langevin are stochastic in nature -- including random forces
to mimic the effect of solvent collisions. Both can be proven8,9

to give true canonical sampling. The characteristics of simula-
tions using these stochastic thermostats, especially the com-
monly used Langevin thermostat, are the primary focus of this
manuscript. An excellent review of characteristics of various
thermostats can be found in ref 9.

Biomolecular simulations run at constant energy or
constant temperature using a nonstochastic thermostat, such
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as Berendsen or Nose-Hoover, are considered to be chaotic
and thus extremely sensitive to initial conditions. Braxentha-
ler et al. found that for a peptide system, root-mean-square
deviations between two simulations can grow from only
0.001 Å to roughly 1 Å after only one or two picoseconds.10

One might then expect that a stochastic thermostat, due to
its use of random forces, would increase this divergent
behavior. We will show in this article that under certain
conditions this assumption is untrue, and failure to recognize
this can lead to incorrect simulation results.

Stochastic thermostats use sequences of pseudorandom
numbers to mimic the random solvent impacts. Pseudoran-
dom number generators (PRNGs) are deterministic; given
an initial ‘seed’, they always produce the same sequence of
numbers. This trait is useful in that it allows for reproduc-
ibility of results when needed. Thus, if multiple simulations
are run with different initial conditions, (xb,Vb), but identical
random seeds, their random forces will remain the same for
all simulations for their full length. Uberuaga et al. recently
showed11 that for the case of dynamics in a simple harmonic
potential basin, Langevin (or Andersen) trajectories with
identical seeds are driVen to synchronize s the difference
in both xb and Vb between two trajectories decay exponentially,
ultimately leading to a single trajectory path, no matter how
different the initial conditions were. More generally, they
argued that for a convex potential basin or even more general
confining potentials a similar synchronization effect should
occur. This behavior is consistent with rigorous mathematical
results stating that under fairly general conditions, when the
largest Lyapunov exponent is negative, trajectories starting
from any ensemble of initial conditions are attracted to
“random sinks”.12 Other groups have also observed this
synchronization effect in model systems.13–17 Cerutti et al.
recently described18 a situation where rapid restarts with the
same seed of a single MD simulation in Langevin or
Andersen Dynamics would result in a residual (nonzero
average) stochastic force. We note, though, that this residual
force is not the same as the synchronization effect.

In this paper, we show that synchronization can also occur
in the much more complex potential energy landscapes of
biomolecular systems. The potential energy surfaces for these
systems typically consist of a complex network of many local
minima separated by negatively curved saddle regions.
Nonetheless, we observe that use of the same random number
seed for different trajectories leads to strongly biased
behavior due to partial synchronization occurring on the
typical simulation time scale. We show this for Langevin
dynamics of small peptides (alanine trimer and pentamer)
and a simulation of a temperature-jump experiment for
peptide folding of a 14-residue peptide.

We also explore the possibility that trajectories with
identical seeds at different temperatures can synchronize,
extending the harmonic-well derivation of Uberuaga et al.
to the case in which the two trajectories have different
temperatures. It will be shown that there is a well-defined
synchronization of the coordinates, and hence a strong
correlation between the trajectories exists. This multiple
temperature synchronization has important implications for
the method of replica exchange molecular dynamics among

temperatures (T-REMD)19,20 and variants thereof.21–23 T-
REMD is an enhanced sampling algorithm commonly used
in the biomolecular simulation community. If the same
random number seed is used for all the replicas, correlations
among the different trajectories will contaminate the statistics
of the study.

We first review the derivation of the driven synchroniza-
tion for a pair of trajectories in a harmonic oscillator and
then extend it to the case of two trajectories at different
temperatures. We then present results from various peptide
simulations in which the synchronization effect causes a bias
in the results, culminating with the case of the T-REMD
simulations of alanine trimer. We close with a discussion of
the importance of understanding, and avoiding, the statistical
contamination that can be caused by this synchronization
effect in biomolecular simulations, and we identify and
explain several common situations in which a simulator may
unknowingly initiate multiple trajectories with the same
random number seed, including neglecting to distribute
random seeds for simultaneous simulations or sequential
restart simulations or using programs that do not enforce
distributions of random seeds.

2. Theory

2.1. Single Temperature Langevin Synchronization. In
Langevin dynamics, particles are propagated based on the
Langevin equation of motion:

mir̈bi ) -∇bV( rbi) - γmiṙbi + Ab(γ, T, υ) (1)

Here mi, r̈bi, ṙbi , and rbi are the mass, acceleration, velocity,
and position of the ith particle, respectively. V(rbi) is the
potential energy determined by the force field. Equation 1
is essentially Newton’s second law with two extra terms: a
solvent drag force represented by γmiṙbi and a random force,
Ab, which obeys the fluctuation-dissipation theorem: 〈Ai(t)Aj

(t + ∆t)〉 ) 2mγkbTδ(∆t)δij. Here the average, 〈〉, is over
time, kb is the Boltzmann constant, and δ(∆t) and δij represent
the Dirac and Kronecker delta functions, respectively. The
magnitude and direction of A are based on a pseudorandom
number, υ, and a probability distribution based on the
temperature and heat bath coupling strength, γ, also known
as the collision frequency, or friction. It has been shown11

that for two particles in the same harmonic well with the
same random number sequence, their trajectories are driven
to synchronize. That is, for the ith degree of freedom in a
single dimension, ∆xi ) xi

a - xi
b, the difference between two

trajectories a and b, tends to zero as time increases.
Let us first consider the differences (between trajectories

a and b) in the instantaneous accelerations on each degree
of freedom in the Langevin regime:

∆ẍ ) -(∂V/∂xa - ∂V/∂xb)/m - γ∆ẋ + (Aa - Ab)/m

(2)

where ∆ẍ ) ẍa - ẍb and ∆ẋ ) ẋa - ẋb. If we approximate
the local potential region to be a harmonic well of index a
or b, ∂V/∂x ) mωa,b

2 x, then the difference in accelerations
becomes ∆ẍ ) -ωa

2(xa - xbωb
2/ωa

2) - γ∆ẋ + (Aa(t) - Ab(t))/
m. If the same pseudorandom number initial seed is used
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for both simulations, the difference in random forces becomes
zero at every step. What is then left is ∆ẍ ) -ωa

2(xa - xbωb
2/

ωa
2) - γ∆ẋ. If the basins have identical curvature (or if the

two simulations are in the same basin), this reduces to ∆ẍ
) -ω2∆x - γ∆ẋ, which is the equation of a damped
harmonic oscillator. For long times, the difference in the
coordinates becomes zero; i.e. the trajectories ‘synchronize’.

Realistic systems are more complicated than a simple
harmonic oscillator. For these systems, synchronization rates
are disrupted by a passage of particles through regions of
negative curvature.11 Despite this, any bound system must
inevitably exist in some greater basin. Thus, synchronization
may eventually occur for almost any simulated system unless
a different initial seed for the PRNG is used.

Even before complete synchronization occurs for these
many-minima systems, partial synchronization may occur for
particles in basins of similar shape (this is where the shift
from the identical harmonic well solution is small). As we
will show, partial synchronization between trajectories does
indeed take place on the time-scale of realistic simulations
of peptide systems and has an effect strong enough to corrupt
the results.

2.2. Multiple Temperature Langevin Synchroniza-
tion. Though constant temperature simulations are both
useful and commonplace, it is often necessary to use
advanced simulation algorithms that utilize multiple tem-
peratures for better sampling. One such enhanced sampling
method that employs multiple-temperature simulation is
parallel tempering20 (PT), also known as replica exchange
molecular dynamics among temperatures19 (T-REMD). In
this approach, replicas of the same molecule are simulated
in parallel at different temperatures, most of which are above
physiological temperatures. Periodically, a Metropolis-style
Monte Carlo swap is attempted between conformations at
different temperatures. A discussion of many generalized
ensemble algorithms for enhanced sampling including T-
REMD can be found in a review by Okamoto.24

The analytical derivation shown in the previous section
suggests that single temperature simulations should synchro-
nize. One might expect that the added complication of
multiple temperatures might diminish synchronization. We
show that even when using multiple temperatures, this effect
is present and of consequence. We follow the same scheme
and notation as we did in the single temperature derivation
with two trajectories a and b, employing the same sequence
of random numbers, but at two temperatures, Ta and Tb.
Following the fluctuation dissipation theorem, we see that
the stochastic forces are related by a simple scaling factor,
At

b(t) ) cAt
a(t), where c ) �Tb/Ta. The equation for the

difference in the ith degree of freedom between the two runs
is then given by

∆ẍ ) -(∂V/∂xa - ∂V/∂xb)/m - γ∆ẋ + (1 - c)Aa/m

(3)

where ∆ẍ ) ẍa - ẍb. As before, for a single harmonic
potential with one degree of freedom, ∂V/∂x ) mω2x, and
this equation becomes

∆ẍ ) -ω2∆x - γ∆ẋ + (1 - c)Aa/m (4)

When the two temperatures are the same, c ) 1, and this
simplifies to the damped harmonic oscillator equation. When
the temperatures differ by a small amount, c is close to unity,
and the equation of motion for the difference between the
two trajectories, ∆x, becomes a Langevin equation with only
a small noise term.

We can be more specific about how the two trajectories
differ for any two temperatures by using a simple rescaling
argument. Equation 3 can be modified to elucidate this
behavior:

cẍa - ẍb ) -(c∂V/∂xa - ∂V/∂xb)/m - γ(cẋa - ẋb) +
(c - c)Aa/m (5)

The last term (the noise) vanishes, and, for a harmonic
oscillator, the linearity allows us to simplify this to

cẍa - ẍb ) -ω2(cxa - xb) - γ(cẋa - ẋb) (6)

Defining y ) cxa - xb, this becomes ÿ ) -ω2y - γẏ, which
is again simply a damped harmonic oscillator. Thus the
trajectory for cxa synchronizes to the trajectory for xb; i.e.
the trajectories at the two temperatures are related by a simple
rescaling by c. Knowing the trajectory at any temperature is
sufficient to specify exactly what the trajectory at any other
temperature will be, once they have run long enough to be
synchronized. Since the trajectories are now strongly cor-
related, the effective sampling will be greatly diminished.

3. Methods

3.1. Single Temperature Simulations. Single tempera-
ture MD simulations were performed on three peptides:
trialanine (Ac-AAA-NH2, ALA3), penta-alanine (Ac-AAAAA-
NH2, ALA5), and a 14-residue peptide (Ac-YGSPEAAA-
KAAAA-r-NH2, where r represents D-Arg). All simulations
were performed using the AMBER 9 molecular simulation
suite25 with Langevin Dynamics in generalized-Born implicit
solvent. All simulations were performed in AMBER 9 with
the AMBER ff99SB force field,26 and the Generalized Born
implicit solvent model GB(OBC) was used to model the water
environment in all our calculations.27 The SHAKE algo-
rithm28 was used to constrain the bonds connecting hydrogen
and heavy atoms in all the simulations. For the polyalanine
peptides, a 1 fs integration time step was used, and each
calculation was performed in the canonical ensemble (NVT)
with a Langevin thermostat, using collision frequencies, γ,
of 1 ps-1 or 50 ps-1 (as specified). For the 14-residue peptide,
a 2 fs time step was used with a Langevin collision frequency
of 5 ps-1. For the 14-residue peptide, 1200 initial coordinate
sets were taken from previously equilibrated run for the DS
and SS production runs, which were run at an increased
temperature of 372 K in order to simulate a Temperature-
jump (T-jump) experiment.

To demonstrate single temperature trajectory synchroniza-
tion, multiple simulations were run, all with different initial
coordinates, using either the same initial random seed (SS)
or different seeds (DS). 100 simulations each were run for
1 ns for polyalanines, 1200 simulations for 5 ns each for the
14-residue peptide.

3.2. Multiple Temperature Simulations. Synchroniza-
tion across multiple temperatures is demonstrated by use of
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T-REMD simulation. Both a DS and SS 100-ns T-REMD
simulations were performed using the AMBER9 package
with Langevin dynamics in implicit solvent GB model. A
Langevin thermostat was used with a collision frequency of
50 ps-1. The SHAKE algorithm was employed allowing use
of a 2 fs time step. Both systems utilized 6 replicas and
started from the same initial configurations. The replica
temperatures were spaced geometrically: 251.8 K, 300.0 K,
357.5 K, 426.0 K, 507.6 K, and 604.8 K. Exchanges were
attempted every 500 steps (1 ps). The T-REMD code was
altered to keep the random number sequences synchronized
for all replicas for the SS simulation. Snapshots were
recorded every 25 ps.

4. Results and Discussion

4.1. Single Temperature Synchronization. For both the
ALA3 and ALA5 simulations, the dihedral angle of the second
residue (φ2) was measured versus time as an internal unit.
We could have chosen any other set of coordinates to
illustrate the synchronization effect.

Figure 1a,b shows probability distributions of φ2 across
the sets of 100 simulations for ALA3 for a collision frequency
of 1 ps-1 or 50 ps-1, respectively. According to the harmonic
theory,11 in the low collision frequency regime, increasing
the frequency, γ, should yield faster synchronization of
trajectories. Histograms are shown at arbitrary intervals of
1 ps, 333 ps, and 666 ps into the trajectory. For comparison,
probability distributions across the entire trajectories are
shown in thin lines though since nearly identical, they are
virtually indistinguishable.

Regardless of the random seeds (SS or DS), after a very
long time, the distributions of φ2 angles (very thin lines) are
the same in each case. If synchronization is not present (as
in the case of DS), the distribution of φ2 among the 100
trajectories at a given time should be similar to the longer
time average population. Conversely, if the same seeds (SS)
are used for all 100 trajectories, the system behaves very

differently. For instance, at 666 ps, for parts a and b of Figure
1, a large number of trajectories have very similar values of
φ2, as represented by a sharply peaked histogram. Figure 1
clearly shows that even in complex systems, the effect of
synchronization is observable. The behavior of a coordinate
for a set of SS simulations is similar to a swarm that expands
and tightens as if compelled to come together. A movie of
the Ramachandran plot (in beta/ppII region) of the first
residue of ALA3 with γ ) 50 ps-1 demonstrates this behavior
(Supporting Information).

To quantify synchronization among the entire set of 100
simulations, we used a measure of how many of them were
similar to each other at any particular time. This was done
by histogramming a physical observable (again φ2 in our
case) and counting how many of the 100 simulations reside
in the histogram bin with maximum population. This is
equivalent to the maximum height in Figure 1. If all 100
systems were perfectly synchronized, the highest fractional
population (HFP) would be exactly one. Conversely, for
completely unsynchronized systems, the HFP should stay
relatively constant (and small for small bin sizes). For our
simulations, the frame-by-frame φ2 population was binned
in narrow 2-degree windows. Figure 2a,b displays the time
series of the fractional population of the most popular bin
(HFP) for both ALA3 and ALA5, versus time. The sideplots
show the probability distributions of those HFP time series.
Included in the SI are additional HFP time series and
probability distributions.

From the figures it is clear that the DS simulations have
a small and relatively constant HFP. This is expected since
the trajectories evolve independently from each other (there
are not many simulations where the φ2 angles are the same).
In contrast, the SS simulations HFPs are much larger than
for the DS case and in some cases achieve extremely high
values. For instance, at 628 ps, a HFP value of 0.78 (Figure
2a) means that 78 of the 100 simulations have the same value
of φ2 (to within 2 degrees). The HFP difference between

Figure 1. a,b. Probability distributions of the dihedral angle �2 across sets of 100 simulations for alanine polymer simulations.
Data from SS simulations are shown in red, DS in black. Parts Figures a and b show ALA3 with γ ) 1 ps-1 and γ ) 50 ps-1,
respectively.
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DS and SS is significantly smaller for the ALA5 possibly
because the synchronization is slower for larger systems.
However, large homogeneous systems, such as those with
explicit solvent, may still synchronize quickly.

To visualize the system as a whole, a time snapshot from
the ALA3 simulations was chosen and shown with all 100
simulation frames superimposed (see Figure 3, created in
VMD29). In this figure, the red and blue spheres represent
atom locations in the SS and DS simulations respectively.
A stick representation is shown in gray as a visual aid. There
is the same number of red spheres as blue (100 per atom).
The figure shows fluctuation among the DS snapshots is
much greater than that for SS; since the SS simulations are
partially synchronized, the atomic positions are more con-
densed than they should be otherwise.

When simulating a complex system, it is often useful to
utilize many simulations to reduce the error. The average
over many simulations of a property, A, at time t,〈A〉sim(t), is
likely to be closer to the true average, Aj , than the value of
a property of a single simulation, A(t) since value of A will
fluctuate naturally in time. If the simulations are uncorrelated
with each other, it can be shown that the standard deviation
over time of these averages over simulations, σtime(〈A〉sim),
is less than the standard deviation over time of a single
simulation σtime(A) (which is caused by the natural fluctua-
tions):

σtime(〈A〉sim) ) σtime(A)/√Nsim (7)

Here, Nsim is the number of simulations. However, if the
simulations are correlated with each other, the average over

simulations 〈A〉sim will fluctuate in time with greater ampli-
tude, similar to that of a single simulation, A(t). This has
the same effect as reducing Nsim. Thus, according to eq 7,
correlated simulations will have a higher standard deviation
over time of the average over simulations, σtime(〈A〉sim). We
have presented above some arguments and results showing
that many simulations run with the same initial random
number generator seed will become somewhat synchronized
over time. This effect will cause correlations between
different simulations.30

We present here a striking example of this effect demon-
strated in a simulation of temperature jump folding for a
14-residue peptide. This peptide was chosen since the T-jump
kinetics were recently measured experimentally.31 We have
previously published a protocol for the simulation of that
type of experiment.32 In physical T-jump experiments,
proteins are heated rapidly by a laser to observe folding
events. Typically, a spectroscopic measure such as Trp-
fluorescence or IR absorbance is used to follow the subse-
quent population relaxation. Unfortunately, in simulations,
these phenomena are difficult to estimate. The expected CD
spectra, rather, can be estimated in simulations based on the
structure of the system. Since the CD signal at 222 nm is

Figure 2. a,b. Highest fractional population (HFP) for �2 in
alanine polymer simulations with a collision frequency, γ, of
50 ps-1. Parts a and b show HFP for ALA3 and ALA5,
respectively. Sideplots are the appropriate probability distribu-
tion of HFPs.

Figure 3. Sphere representations of simultaneous frames of
100 simulations at 836th ps of ALA3. Red spheres represent
atoms in SS simulations; blue spheres represent atoms in DS
simulation.
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sometimes used to measure average ellipticity of the
molecules, we focused on this measure to observe T-jump
kinetics.

We computed ellipticity at 222 nm vs time averaged over
1200 simulations, using the method introduced by Sreerama
and Woody.33 Figure 4 shows the ellipticity vs time averaged
over all 1200 simulations for SS (red line) and DS (black
line), respectively. As can be seen in the figure, the signal-
to-noise ratio is dramatically worse for the SS simulations.

The standard deviation for the last 2.5 ns of the T-jump
simulation is 689 and 104 deg*cm2*dM-1 for the SS and
DS simulations, respectively. Thus, according to eq 7, the
effective number of simulations is 44 (�689/104) times
smaller for the SS than the DS. According to our preceding
explanation, this means that the single seed runs act not like
1200 runs but as if only 27 (1200/44) truly independent runs.
Thus, the average over 27 DS simulations (1200/44) should
have a similar standard deviation to that of the 1200 SS
simulations (thin green line in Figure 4). This effect is clearly
shown in Figure 4 as a thin green line. We clarify that the
single seed runs are not ‘wrong’ but that they produce overall
fluctuations that are equivalent to a much smaller number
of independent runs.

4.2. Multiple Temperature Synchronization. In the
T-REMD simulations of alanine trimer, only six simul-
taneous simulations could be compared s one for each
replica (as opposed to the 100 or 1200 simulations from
the single temperature simulations above). Figure 5 shows
the histogram of the highest fractional population of φ2

bins (2 degree bins) for SS and DS simulations. The DS
simulations (black bars) have a higher probability to have
an HFP of 1/6, that is, that no two replicas have a φ2 angle
within 2 degrees of each other. The SS simulations
are more likely to have two or three replicas with the same
φ2 angle. This indicates that some synchronization does
occur between replicas. Not only such a simulation would
be biased but also additional consequences for exchange
probabilities may exist. Although T-REMD was used as
an example, we expect synchronization to occur for any
set of multiple temperature simulations.

4.3. Relevance of Synchronization. As evidenced by our
results, thermostat induced trajectory synchronization biases

results and should be avoided. Depending on the severity of
the synchronization, the bias may or may not be obvious to
the researcher. It is thus important to understand the nature
of synchronization to be aware of situations where it might
occur.

Synchronization occurs when there is an overlap of
pseudorandom number sequences, and this is typically
caused by using the same initial seed for multiple runs.
This can happen inadvertently for many reasons. Some
simulation programs use a default random seed. AMBER,
for example, uses a default random seed if none is
specified. Others may use a time-seeded PRNG, which,
depending on the implementation, may give a high risk
of giving identical seeds. For example, if the program uses
a time seed connected with a clock that is discretized to
the nearest second, then if many simulations are initiated
simultaneously, there is a high probability that many or
all will receive the same seed.

Quite often simulators restart simulations. If one restarts
with the same parameters (including initial seed), then the
simulations could become self-synchronized. Cerutti et al.
recently reported18 a different negative consequence of
repeatedly restarting Langevin or Andersen MD runs with
the same initial seed -- trajectory corruption caused by a
nonzero average stochastic force. Additionally, coders of
new methods, such as T-REMD, which string together MD
segments, might unknowingly build a code that uses the
same seed. As we have shown, even Langevin MD runs
at different temperatures can become synchronized.

Furthermore, since PRNGs have an inherent period, MD
runs which call the PRNG more than this amount will
naturally repeat the sequence. Although advanced PRNGs
such as the Marsaglia algorithm34 have extremely long
periods (2144 for AMBERs implementation), older PRNGs
have much shorter periods. We highly recommend that
simulators take note of the PRNG period of the program
they are running.

5. Conclusion

We have shown that identical-noise synchronization
effects, previously observed for relatively simple systems
under the influence of a stochastic thermostat, can also
occur in the much more complex systems typical of

Figure 4. Average ellipticity vs time for a simulated T-jump
experiment averaging over 1200 trajectories. SS simulations
are shown in red, DS in black. The average of only 27 DS
simulations is shown in green.

Figure 5. Histogram of highest fractional population for �2

angle in 2-degree bins for ALA3 T-REMD simulation. SS
shown in red, DS shown in black.
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biomolecular simulations. Even in the case of trajectories
at different temperatures, harmonic analysis shows a
special scaled synchronization will occur. We indeed
found evidence of synchronization bias in a replica-
exchange simulation. In a simulation study, this synchro-
nization tendency, even if weak, will corrupt the statistical
quality of the results and may even lead to incorrect
conclusions about the qualitative behavior of the system.
Using modern biomolecular simulation programs and
methods, many ways exist in which one can inadvertently
initiate trajectories with identical seeds. It is possible that
many papers have already been published with data that
are biased by synchronization. We advise that great care
be taken to avoid this situation by meticulous preparation
of seeds, and we suggest that authors may wish to state
specifically whether different initial seeds have been used
when their results are based on multiple trajectories with
a stochastic thermostat.
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Abstract: The high arithmetic performance and intrinsic parallelism of recent graphical
processing units (GPUs) can offer a technological edge for molecular dynamics simulations.
ACEMD is a production-class biomolecular dynamics (MD) engine supporting CHARMM and
AMBER force fields. Designed specifically for GPUs it is able to achieve supercomputing scale
performance of 40 ns/day for all-atom protein systems with over 23 000 atoms. We provide a
validation and performance evaluation of the code and run a microsecond-long trajectory for an
all-atom molecular system in explicit TIP3P water on a single workstation computer equipped
with just 3 GPUs. We believe that microsecond time scale molecular dynamics on cost-effective
hardware will have important methodological and scientific implications.

I. Introduction

The simulation of mesoscopic scales (microseconds to
milliseconds) of macromolecules continues to pose a chal-
lenge to modern computational biophysics. While the
fundamental thermodynamic framework behind the simula-
tion of macromolecules is well characterized, exploration of
biological time scales remains beyond the computational
capacity routinely available to many researchers. This has
significantly inhibited the widespread use of molecular
simulations for in silico modeling and prediction.1

Recently, there has been a renewed interest in the
development of molecular dynamics simulation techniques.
D. E. Shaw Research2 has fostered several significant
algorithmic improvements including midpoint3 and neutral-
territory methods4 for the summation of nonbonded force
calculations, a new molecular dynamics package called
Desmond5 and Anton,2 a parallel machine for molecular

dynamics simulations that uses specially designed hardware.
Other parallel MD codes, such as Blue matter,6 NAMD,7

and Gromacs4,8 have been designed to perform parallel MD
simulations across multiple independent processors, but
latency and bandwidth limitations in the interconnection
network between processors reduces parallel scaling unless
the size of the simulated system is increased with processor
count. Furthermore, dedicated, highly parallel machines are
usually expensive and not reservable for long periods of time
due to cost constraints and allocation restrictions.

A further line of development of MD codes consists of
using commodity high-performance accelerated processors.1

This approach has become an active area of investigation,
particularly in relation to the Sony-Toshiba-IBM Cell
processor9 and graphical processing units (GPUs). Recently,
De Fabritiis9 implemented an all-atom biomolecular simula-
tion code, CellMD, targeted to the architecture of the Cell
processor (contained within the Sony Playstation3) that
reached a sustained performance of 30 Gflops with a speed
up of 19 times compared to the single CPU version of the
code. At the same time, a port of the Gromacs code for
implicit solvent models10 was developed and used by the
Folding@home distributed computing project11 on a distrib-
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uted network of Playstation3s. Similarly, CellMD was used
in the PS3GRID.net project12 based on the BOINC plat-
form13 moving all-atom MD applications into a distributed
computing infrastructure.

Pioneers in the use of GPUs for production molecular
dynamics11 had several limitations imposed by the restrictive,
graphics-orientated OpenGL programming model14 then
available. In recent years, commodity GPUs have acquired
nongraphical, general-purpose programmability and under-
gone a doubling of computational power every 12 months,
compared to 18-24 months for traditional CPUs.1 Of the
devices currently available on the market, those produced
by Nvidia offer the most mature programming environment,
the so-called compute unified device architecture (CUDA),15

and have been the focus of the majority of investigation in
the computational science field.

Several groups have lately shown results for MD codes
which utilize CUDA-capable GPUs. Stone et al.16 demon-
strated the GPU-accelerated computation of the electrostatic
and van der Waals forces, reporting a 5.4 times speed up
with respect to a conventional CPU. Meel et al.17 described
an implementation for simpler Lennard-Jones atoms which
achieved a net speed up of up to 40 times over a conventional
CPU. Unlike the former, the whole simulation is performed
on the GPU. Recently, Phillips et al. reported experimental
GPU acceleration of NAMD18 yielding speed ups of up to
7 times over NAMD 2.6. Pande et al. announced OpenMM,19

a library of GPU kernels for MD, derived from their work
on Folding@Home.11 Though very fast, the OpenMM
kernels use direct summation of nonbonded terms, making
its use suitable mainly for implicit solvent systems.

More widely in the field of computational chemistry,
investigation has proceeded into GPU acceleration20 of a
variety of quantum chemical methods, including quantum
Monte Carlo,21 correlation,22 and self-consistent field23

methods.
In this work, we report on a molecular dynamics program

called ACEMD which is optimized to run on Nvidia GPUs
and which has been developed with the aim of advancing
the frontier of molecular simulation toward the ability to
routinely perform microsecond-scale simulations. ACEMD
maximizes performance by running the whole computation
on the GPU rather than offloading only selected computa-
tionally expensive parts. We developed ACEMD to imple-
ment all features of a typical MD simulation including those
usually required for production simulations such as particle-
mesh Ewald (PME)24 calculation of long-range electrostatics,
thermostatic control, and bond constraints. The default force-
field format used by ACEMD is CHARMM25 and Amber26

force fields. ACEMD also provides a scripting interface to
control and program the molecular dynamics run to perform
complex protocols like umbrella sampling, steered molecular
dynamics and sheared boundary conditions, and metady-
namics simulations.27

II. GPU Architecture

The G80 and subsequent G200 generations of Nvidia GPU
architectures are designed for data-parallel computation, in
which the same program code is executed in parallel on many

data elements. The CUDA programming model, an extended
C-like language for GPUs, abstracts the implementation
details of the GPU so that the programmer may easily write
code that is portable between current and future GPUs.
Nvidia GPU devices are implemented as a set of multipro-
cessor (MP) devices, each of which is capable of synchro-
nously executing 32 program threads in parallel (called a
warp) and managing up to 1024 concurrently (Figure 1).55

Current Nvidia products based on these devices are able to
achieve up to 933 Gflops in single precision. By comparison,
a contemporary quad-core Intel Xeon CPU is capable of
approximately 54 Gflops double precision/108 Gflops single
precision.28,29 A brief comparison of the characteristics of
these devices is given in Table 1. Each MP has a set of 32-
bit registers, which are allocated as required to individual
threads, and a region of low-latency shared memory that is
accessible to all threads running on it. The MP is able to
perform random read/write access to external memory.
Access to this global memory is uncached and so incurs the
full cost of the memory latency (up to 400 cycles). However,
when accessed via the GPU’s texturing units, reads from
arrays in global memory are cached, mitigating the impact
of global memory access for certain read patterns. Further-
more, the texture units are capable of performing linear
interpolation of values into multidimensional (up to 3D)
arrays of floating point data.

While the older G80 architecture supported only single-
precision IEEE-754 floating point arithmetic, the newer G200

Figure 1. Nvidia GPU design is based around an 8-core
single-program, multiple data (SPMD) processor. Each core
has local storage provided by the register file and access to
a shared memory region. Read/write access to the main
device memory is uncached, except for some specific read-
only access modes. The above figure represents the G80-
series device with 16 such processors, while the contemporary
G200 contains 30 (Tesla C1060, GTX280), giving 240 cores.

Table 1. Summary of Characteristics of First- and
Second-Generation Nvidia GPU Compute Devices, with a
Contemporary Intel Xeon Shown for Comparisona

Tesla C870
(G80)

Tesla C1060
(G200)

Intel Xeon
5492

cores 128 240 4
clock (GHz) 1.350 1.296 3.4
mem bandwidth (MB/s) 77 102 21
Gflops (sp/dp) 512/- 933/78 108/54
power (W) 171 200 150
year 2007 2008 2008

a Data taken from manufacturers’ data sheets. (sp stands for
single precision and dp for double precision).
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design also supports double-precision arithmetic, albeit at a
much lower relative speed. The MP has special hardware
support for reciprocal square root, exponentiation, and
trigonometric functions, allowing these to be computed with
low latency but at the expense of slightly reduced precision.

Program fragments written to be executed on the GPU
are known as kernels and executed in blocks. Each block
consists of multiple instances of the kernel, called threads,
which are run concurrently on a single multiprocessor. The
number of threads in a block is limited by the resources
available on the MP, but multiple blocks may be grouped
together as a grid. The CUDA runtime, in conjunction with
the GPU hardware itself, is responsible for efficiently
scheduling the execution of a grid of blocks on available
GPU hardware. CUDA does not presently provide a mecha-
nism for transparently using multiple GPU devices for
parallel computation. For full details of the CUDA environ-
ment, the reader is referred to the SDK documentation.30

III. Molecular Dynamics on the GPU

ACEMD implements all features of an MD simulation on a
CUDA-compatible GPU device, including those usually
required for production simulations in the NVT ensemble
(i.e., bonded and nonbonded force term computation, veloc-
ity-Verlet integration, Langevin thermostatic control, smooth
Ewald long-range electrostatics (PME),24,31 and hydrogen
bond constraints). Also implemented is the hydrogen mass
repartitioning scheme described in ref 32 and used, for
instance, in codes such as Gromacs, which allows an
increased time step of up to 4 fs. The code does not presently
contain a barostat, so simulations in the NPT ensemble are
not possible. However, it is noted that with large molecular
systems, changes in volume due to the pressure control are
very limited after an initial equilibration making NVT
simulations viable for production runs. ACEMD supports
the CHARMM27 and Amber force fields, PDB, PSF, and
DCD file formats,33 check pointing, and input files compat-
ible with widely used MD codes. It is extensible via a
C-based plugin interface and TCL scripting (see ACEMD
online manual for details34).

The computation of the nonbonded force terms dominates
the computational cost of MD simulation, and it is therefore
important to use an efficient algorithm. As in refs 9 and 17,
we implement a cell-list scheme in which particles are binned
according to their coordinates. On all-atom biomolecular
systems a cutoff of R ) 12 Å with bins R/2 gives an average
cell population of approximately 22 atoms. This is compa-
rable to the warp size of 32 for current Nvidia GPUs. In
practice, however, transient density fluctuations can lead to
the cell population exceeding the warp size. Consequently,
the default behavior of ACEMD is to assume a maximum
cell population of 64. The code may also accommodate a
bin size of R for coarse-grained simulations. The cell-list
construction kernel processes one particle per thread, with
each thread computing the cell in which its atom resides.
To permit concurrent manipulation of a cell-list array, atomic
memory operations are used.

The nonbonded force computation kernel processes a
single cell per thread block, computing the full Lennard-Jones

and electrostatic force on each particle residing within it.
All of the cells within R of the current cell (including a copy
of the cell itself) are loaded into shared memory in turn.
Each thread then computes the force on its particle by
iterating over the array in shared memory. In contrast to CPU
implementations, reciprocal forces are not stored for future
use (i.e., the force term Fij is not saved for reuse as Fji),
because of the relatively high cost of global memory access.56

The texture units are used to assist the calculation of the
electrostatic and van der Waals terms by providing linearly
interpolated values for the radial components of those
functions from lookup tables. The interpolation error is low
and does not affect the energy conservation properties of
NVE simulations (Figure 2).

In production runs, the relative force error compared to a
reference simulation performed in double precision is
consistently less than 10-4, below the 10-3 error considered
the maximum acceptable for biomolecular simulations.5

Particle-mesh Ewald (PME)31 evaluation of long-range
electrostatics is also supported by a dedicated kernel. All
parts of this computation are performed on the GPU, with
support from the Nvidia FFT library.35 For PME calculations,
a cutoff of R ) 9.0 Å accepted as provided sufficient
accuracy, permitting the maximum cell population to be
limited to 32 atoms.

To support CHARMM and AMBER force fields, it is
necessary to selectively exclude or scale nonbonded force
terms between atoms that share an explicit bond term. The
indices of excluded and 1-4 scaled pairs are stored in
bitmaps, allowing any pair of particles with indices i,j such
that |i - j| e 64 to be excluded or scaled.16 Exclusions with
larger index separations are also supported in order to
accommodate, for example, disulfide bonds, but the ad-
ditional book-keeping imposes a minor reduction in perfor-
mance. Because the atoms participating in bonded terms are
spatially localized, it is necessary only to make exclusion
tests for interactions between adjacent cells despite, for cells
of R/2, the interaction halo being two cells thick. A
consequent optimization is the splitting of the nonbonded

Figure 2. Bounds (running average) of the relative error
(Einterp - Ecalcd)/(Ecalcd) between directly calculated and lookup
table (linear interpolation, n ) 4096) values of the van der
Waals potential. Error has a period of (Rmax)/(n).
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force kernel into two versions, termed inner and outer, which,
respectively, include and omit the test.

Holonomic bond constraints are implemented using the
M-shake algorithm36 and RATTLE for velocity constraints37

within the velocity Verlet integration scheme.38 M-shake is
an iterative algorithm, and in order to achieve acceptable
convergence it is necessary to use double-precision arithmetic
(a capability available only on G200/architecture 1.3 class
devices). For the pseudorandom number source for the
Langevin thermostat we use a Mersenne twister kernel,
modified from the example provided in the CUDA SDK.

IV. Single-Precision Floating-Point
Arithmetic Validation

ACEMD uses single-floating point arithmetic because the
performance of GPUs on single precision is much higher
than double precision and the limitation of a single floating
point can be controlled well for molecular dynamics.8,9

Nevertheless, we validate in this section the conservation
properties of energy in a NVT simulation using rigid and
harmonic bonds, as constraints have shown to be more
sensitive to numerical precision. Potential energies were
checked against NAMD values for the initial configuration
of a set of systems, including disulfide bonds, ionic system,
protein, and membranes, in order to verify the correctness
of the force calculations by assuring that energies were
identical within 6 significant figures. The Langevin thermo-
stat algorithm was tested for three different damping
frequencies γ ) 0.1, 0.5, and 1.0 with a reference temperature
of T ) 300 K and both with and without constraints.

The test simulations consist of nanosecond runs of
dihydrofolate reductase (DHFR) joint AMBER-CHARMM
benchmark with volume 62.233 × 62.233 × 62.233 Å3 (a
total of 23 558 atoms).5 Each simulation system was first
equilibrated at a temperature of T) 300 K and then relaxed
in the NVE ensemble. A reference simulation with harmonic
bonds and time step dt ) 1 fs was also performed, as well
as simulations with dt ) 2 fs using rigid constraints and with
dt ) 4 fs with rigid constraints and hydrogen mass repar-
titioning (HMR) with a factor 4.0, as in ref 39. In Table 2
we show the energy change per nanosecond per degree of
freedom in units of KbT, which is similar to other single-
and double-precision codes MD.40 We note that even when
using bigger time steps and a combination of M-shake and
hydrogen mass repartitioning, energy conservation is reason-
ably good and much slower than the time scale at which the
thermostat would act. Hydrogen mass repartitioning is an
elegant way to increase the time step up to 4 fs by increasing
the momentum of inertia of groups of atoms bonded to

hydrogen atoms. The mass of the bonded heavy atoms to
hydrogens is repartitioned among hydrogen atoms, leaving
the total mass of the system unchanged. As individual atom
masses do not appear in the expression for the equilibrium
distribution, this repartition affects only the dynamic proper-
ties of the system not the equilibrium distribution. Following
ref 32, a factor 4 for hydrogens affects only marginally the
diffusion and viscosity of TIP3P water (which is in any case
inaccurate when compared to experimental data). A similar
speed up could also be obtained by using a smaller time step
with the evaluation of the long-range electrostatic terms every
other time step.

We also validated the implementation of the PME
algorithm to compute long-range electrostatics forces. We
ran a set of simulations using different time steps and
algorithms as above (dt ) 1 and 2 fs rigid bonds, dt ) 4 fs
rigid bonds and hydrogen mass repartitioning) on a 40.5 ×
40.5 × 40.5 Å3 box of 1 M solution of NaCl in water (6461
atoms), as in ref 41. PME calculations were performed with
a 64 × 64 × 64 grid size. Two simulations of the same
system were used as reference: one with Gromacs8 with PME
as in ref 41 and the other using ACEMD with an electrostatic
cutoff of 12 Å without PME. We calculated the Na-Na pair
distribution function g(r) in Figure 3 in order to compare
the simulation results for different simulations and methods,
as from ref 41 Na-Na g(r) results as the quantity more
sensitive to different methods for electrostatics calculations.
We note that for all integration time steps used, ACEMD
agrees well with the reference simulation made with Gro-
macs. In addition, using PME gives consistently better results
than using a 12 Å cutoff for this simple homogeneous system,
as expected. A direct validation of the pair distribution
function with the hydrogen mass repartitioning method is
also shown in Figure 3, comparing the g(r) for time step )
1, 2, and 4.

V. Performance

The current implementation of ACEMD is parallelized in
a task parallel manner designed to scale across just 3 GPUs
attached to a single host system. A simple force-decomposi-
tion scheme42 is used, in which each GPU computes a
subset of the force terms. These force terms are summed

Table 2. Energy Change in the NVE Ensemble per
Nanosecond per Degree of Freedom (dof) in KbT Units for
Dihydrofolate Reductase (DHFR) Using Different
Integration Time Steps, Constraints, and Hydrogen Mass
Repartitioning (HMR) Schemes

time step (fs) constraints HMR KbT/ns/dof

1 no no 0.00021
2 yes no -0.00082
4 yes yes -0.00026

Figure 3. Plot of Na-Na pair distribution functions for a 1 M
NaCl water box as in ref 41.
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by the host processor and the total force matrix transferred
back to each GPU which then performs integration of the
whole system. ACEMD dynamically load balances the
computation across the GPUs. This allows the simulation
of heterogeneous molecular systems and also accom-
modates variation due to host system architecture (for
example, different speed GPUs or GPU-host links). For
simulations requiring PME, a heterogeneous task decom-
position is used, with a subset of GPUs dedicated to PME
computation.

The performance benchmark is based on the DHFR
molecular system with a cutoff of R ) 9 Å, switched at 7.5
Å, dt ) 4 fs, PME for long-range electrostatic with 64 × 64
× 64 grid size, and fourth-order interpolation, M-shake
constraints for hydrogen bonds and hydrogen mass reparti-
tioning. All simulations were run on a PC equipped with 4
Nvidia GPU GTX 280 cards at 1.3 GHz (just 3 GPUs used
for these tests), a quad-core AMD Phenom processor (2.6
GHz), MSI board with AMD790 FX chipset, 4GB RAM
running Fedora Core 9, CUDA toolkit 2.0, and the Nvidia
graphics driver 177.73. Performance results reported in Table
3 indicate that ACEMD requires 17.55 ms per step with the
DHFR system and 7.56 ms per step when run in parallel
over the 3 GPUs. As expected by the simple task decom-
position scheme, ACEMD achieves a parallel efficiency of
2.3 over 3 GPUs. Further device-to-device communication
directives may substantially improve these results as they
will enable the use of spatial-decomposition parallelization
strategies, such as neutral territory (NT) schemes.4 Compar-
ing directly the maximum performance of ACEMD on the
DHFR system with results of various MD programs from
ref 5 we obtain a performance approaching that of 256 CPU
cores using NAMD and 64 using Desmond on a cluster with
fast interconnect. Using hydrogen mass repartitioning and a
time step of 4 fs integration time step it is possible to simulate
trajectories of over 45 ns per day with 3 GPUs and almost
20 ns per day with a single GPU. A highly optimized code
such as Gromacs4 requires only 20 CPU cores to deliver
similar performance to 3 GPUs on DHFR,8 but the calcula-
tions are not identical as, for instance, there are several
optimizations applied to water.

Representative performance data for ACEMD and the
GPU-accelerated version of NAMD18 for the apoA1 bench-

mark system (92 224 atoms) is given in Table 4. Differences
between the simulation and hardware configurations prevent
a direct comparison, but it is salient to note that because the
enhanced NAMD retains the spatial decomposition paral-
lelism it is able to scale across multiple GPU-equipped hosts,
while ACEMD is designed for optimal performance on a
small number of GPUs.

VI. Microsecond Simulations on Workstation
Hardware

To provide a direct demonstration that molecular simulations
have now entered the microsecond regime routinely we
perform a microsecond long trajectory performed on a
workstation-class PC. We use for this task the chicken Villin
headpiece (HP-35) structure, one of the smallest polypeptides
with a stable globular structure comprising three alpha helices
placed in a “U”-shaped form, as shown in Figure 4c. Due to
its small size, it is commonly used as a subject in long
molecular simulations for folding studies, for instance,ref 43,
which uses highly parallel distributed computing to compute
many trajectories to fully sample the phase space of the
folding process. Additionally, mutanogesis studies on fold-

Table 3. Performance of ACEMD on the DHFR
Benchmarka

Program CPU Cores and GPUs ms/step

ACEMD 1 CPU, 1 GPU (240 cores) 17.55
ACEMD 3 CPU, 3 GPU (720 cores) 7.56
NAMD2.6 128 CPU (64 nodes) 9.7
NAMD2.6 256 CPU (128 nodes) 7.0
Desmond 32 CPU (16 nodes) 11.5
Desmond 64 CPU (32 nodes) 6.3
Gromacs4 20 CPU (5 nodes) 7

a GPUs are Nvidia GTX 280. NAMD, Desmond and Gromacs
performances are indicative of the orders of magnitude speed up
obtained with GPUs and ACEMD as they are all performed on
different CPU systems (from refs 5 and 8 Gromacs figures
interpolated from Figure 6 of ref 8). Desmond and Gromacs use
SSE vector instructions and single precision floating-point
numbers.

Table 4. Performance of ACEMD and NAMD on the
apoA1 Benchmarka

program CPU cores and GPUs ms/step

ACEMD 1 CPU, 1 GPU (1 node) 73.4
ACEMD 3 CPU, 3 GPU (1 node) 32.5
NAMD 4 CPU, 4 GPU (1 node) 87
NAMD 16 CPU, 16 GPU (4 nodes) 27
NAMD 60 CPU (15 nodes) 44

a ACEMD run using Nvidia GTX 280 GPUs (R ) 9 Å, PME
every step), NAMD (R ) 12 Å, PME every 4 steps) run with
G80-series GPUs (approximately half as fast) NAMD performance
data taken from ref 18.

Figure 4. (a) rmsd of the backbone of the protein during the
microsecond simulation starting from the unfolded configura-
tion (b) of the Villin system with 13 701 atoms (TIP3P water
not shown for clarity). Within our simulation window the
minimum rmsd was 4.87 Å for which the resulting best
structure is overlapped with the crystal structure in c.
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ing44 have been performed using biased methods to accelerate
the sampling.

The Villin headpiece (PDB:1YRF) was fully solvated in
TIP3P water and Na-Cl at 150 mM (a total of 13 701 atoms)
using the program VMD45 and the CHARMM force field.
The system was then equilibrated at 300 K and 1 atm for 10
ns using NAMD2.67 with a cutoff of 9 Å, PME with a 48 ×
48 × 48 grid, constraints for all H bond terms, and a time
step of 2 fs. Simulations with ACEMD were performed using
an NVT ensemble, hydrogen mass repartitioning, and a time
step of 4 fs. Starting from the final equilibrium configuration
of NAMD, we run ACEMD at 450 K for 40 ns until the
system was completely unfolded (movie available in ref 46).
The resulting extended configuration (Figure 4b) was then
used as the starting point of a microsecond long single
trajectory at a temperature of 305 K. Figure 4a shows the
rmsd of the backbone of the protein along the trajectory.
The minimum rmsd was 4.87. The protein seems to sample
quite often the overall shape of the crystal structure yet not
converged toward it (Figure 4c). As this structure is expected
to fold in 4-5 µs, we plan to extend the dynamics in the
future along with any newer and faster version of ACEMD
(for instance, using the new Nvidia GTX295 cards or, more
likely, quad GPU Tesla S1075 units). An important consid-
eration with regard to the force field is the following: with
molecular simulations approaching microseconds, it is clear
that the accuracy of the force fields will become more and
more important. In particular, this system has been shown
to be very sensitive to the force field used44 (CHARMM
seems to converge poorly toward the folded structure).

The production run on a PC equipped with ACEMD and
3 Nvidia GPUs (720 cores) required approximately 15 days
(66 ns/day) (see Table 5) and probably represents the limit
for current hardware and software implementation, while 5
µs should be obtainable in the near future using a 4-way
GTX295-based system with 8 GPU cores. Using currently
available commodity technology, the construction of com-
puter systems with up to 8 directly attached GPUs has been
demonstrated.16,47 GPUs attach to the host system using the
industry-standard PCI-Express interface.48 This interface is
characterized by a bandwidth comparable to that of main
system memory (up to 8 GB/s for 16 lane PCIe 2.0 links
typically used by graphics cards) but with a relatively higher
latency.

The GPU resource requirements of the nonbonded kernel
make it possible for up to 8 independent blocks to be
processed simultaneously per multiprocessor. The limit of

parallelization for the execution of the nonbonded kernel
occurs when all blocks may be processed simultaneously by
the available multiprocessors. Thus, for instance, a cubic
simulation box with l ) 66 Å and cell size 6 Å would scale
over 167 multiprocessors (1336 cores) or 6 G200-class
GPUs. Figure 5 shows the runtime of the inner and outer
nonbonded kernels on a water box as a function of block
count per kernel invocation. The minimum computation time
for the fully parallel case would be 3.4 ms/step on current
hardware. To further improve performance, optimization of
the kernel or further subdivision of the computation would
be required.

VII. Conclusions

We presented a molecular dynamics application, ACEMD,
designed to reach the microsecond time scale even on cost-
effective workstation hardware using the computational
power of GPUs. It supports the CHARMM27 and Amber
force field and is therefore suitable for use in modeling
biomolecular systems. The ability to model these systems
for tens of nanoseconds per day makes it feasible to perform
simulations of up to the microsecond scale over the course
of a few weeks on a suitable GPU-equipped machine.
Calculations lasting a few weeks are perfectly reasonable
tasks on workstation-class computers equipped with single
or multiple GPUs.

ACEMD has been extensively tested since August 2008
through its deployment on the several thousand GPU-
equipped PCs which participate in the volunteer distributed
computing project GPUGRID.net,49 based on the Berkeley
Open Infrastructure for Networked Computing (BOINC)50

Table 5. Performance of ACEMD on the DHFR, apoA1
Benchmark and Villin Test on 1 and 3 GPUs up to 720
Coresa

system CPUs and GPUs ns/day

DHFR 1 CPU, 1 GPU (240 cores) 19.7
DHFR 1 CPU, 3 GPUs (720 cores) 45.7
apoA1 1 CPU, 1 GPU (240 cores) 4.6
apoA1 3 CPU, 3 GPUs (720 cores) 10.6
Villin 3 CPU, 3 GPUs (720 cores) 66.0

a ACEMD run using Nvidia GTX 280 GPUs on real production
runs (R ) 9 Å, PME every step, time step 4 fs, constraints, and
Langevin thermostat).

Figure 5. Run time for the nonbonded force calculation
kernels on a water box as a function of the number of blocks
per invocation and run on an Nvidia Tesla C1060 GPU (30
multiprocessors). The inner and outer kernels both have an
occupancy of 8 blocks/multiprocessor. Blocks are distributed
across multiprocessors, with the small step increases indicat-
ing an increment in the number of simultaneous blocks. The
large steps indicate the device is fully populated with blocks
and that some MPs must sequentially process further block.
Optimal resource usage occurs immediately before these
steps. The effect of gradual divergence between multiproces-
sors is seen as block count increases. The minimum run time
for the fully parallel case would be 3.4 ms.
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middleware. At the time of writing, GPUGRID.net delivers
over 30 Tflops of sustained performance51 and is thus one
of the largest distributed infrastructures for molecular simula-
tions, producing thousands of nanosecond long trajectories
per day for high-throughput molecular simulations, for
instance, for accurate virtual screening.52

The current implementation of ACEMD limits its parallel
performance to just 3 GPUs due to a simple task parallel-
ization. We plan to extend the use of ACEMD on more GPUs
but keeping the focus on scalability, so small numbers of
GPUs (1-32). Ideally the optimal system for ACEMD would
rely on a single node attached to a large number of GPUs
via individual PCIe expansion slots in order to take advantage
of the large interconnect bandwidth. ACEMD would poten-
tially scale very well on such a machine due to the fact that
it is entirely executing on the GPU devices, obtaining CPU
loads within just 5%. For efficient scaling across a GPU-
equipped cluster, we anticipate that a refactoring of the
parallelization scheme to use a spatial decomposition
method4 would be necessary, moving away from the simple
task parallelization used in this work. Possible future
developments also include support of forthcoming program-
ming languages for GPUs, for example, OpenCL,53 a
development library which is intended to provide a hardware-
agnostic, data-parallel programming model. While GPU
devices are commonly present in desktop and workstation
computers for graphics purposes, as accelerator processors
they have yet to become routinely integrated components of
the compute cluster systems typically used for high-
performance computing (HPC) systems. GPU workstations,
such as the one used in this work, are readily available, while
GPU clusters are slowly appearing.57 In order to scale
efficiently, low-latency, high-bandwidth communications
between nodes is necessary. For example, Bowers et al.5

describe the scaling of the Desmond MD program over an
Infiniband54 network and demonstrate improved scaling when
using custom communications routines tailored to the
requirements of the algorithm and the capabilities of the
network technology.

Accelerated molecular dynamics on GPUs as provided by
ACEMD should be of wide interest to a large number of
computational scientists as it provides performance compa-
rable to that achievable on standard CPU supercomputers in
a laboratory environment. Even research groups that have
routine access supercomputing time might find useful the
ability to run simulations locally for longer time windows
and with added flexibility.
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Abstract: Different cluster sets containing only 2-fold coordinated water, 2- and 3-fold
coordinated water, and 2-fold, 3-fold, and tetrahedrally coordinated water molecules were
investigated by applying second-order Møller-Plesset perturbation theory and density functional
theory based on generalized gradient approximation functionals in the framework of the quantum
cluster equilibrium theory. We found an improvement of the calculated isobars at low
temperatures if tetrahedrally coordinated water molecules were included in the set of 2-fold
hydrogen-bonded clusters. This was also reflected in a reduced parameter for the intercluster
interaction. If all parameters were kept constant and only the electronic structure methods were
varied, large basis set dependencies in the liquid state for the density functional theory results
were found. The behavior of the intercluster parameter was also examined for the case that
cooperative effects were neglected. The values were 3 times as large as in the calculations
including the total electronic structure. Furthermore, these effects are more severe in the
tetrahedrally coordinated clusters. Different populations were considered, one weighted by the
total number of clusters and one depending on the monomers.

1. Introduction
Calculating thermodynamic properties of condensed phases
gives rise to substantial problems in computational chemistry,
especially if systems exhibiting complicated electronic
structures are involved; see e.g., refs 1 and 2. In general,
these systems have to be treated in terms of quantum
chemical first-principles methods, e.g., ab initio molecular
dynamics (AIMD) simulations, from which reliable thermo-
dynamic data for systems with many degrees of freedom are
only obtained under very large computational efforts, if at
all. The quantum cluster equilibrium (QCE) model circum-
vents these sampling problems of the phase space by
decomposing the condensed phase into a thermodynamic
equilibrium of distinct cluster structures, which in the zeroth
approximation are treated as indistinguishable, noninteracting
particles.3,4 For this noninteracting cluster phase an analytical,

ideal-gas-like partition function is available, which gives
direct access to the thermodynamics of the system. Two
central corrections are introduced to this ideal “cluster gas”
to account for the special conditions at liquid-phase densities,
namely, the reduced free volume of translation and the
interaction between different clusters, which are adjustable
by means of two scaling parameters. The cluster structures
and corresponding properties are obtained from static
quantum chemical calculations, in which sophisticated ab
initio methods are applicable, thus enabling the treatment
of demanding electronic structures on the cluster level. The
intercluster interaction is realized in the present model
according to a nonlocal, van der Waals-like mean field
potential, which in principle could be replaced by more
advanced expressions. In this way the QCE approach
introduces ab initio quantum chemistry including correlated
electronic structure methods to the condensed phase. A recent
example for this procedure is the determination of the
vaporization entropy of water, which for the first time has
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been calculated on the basis of correlated electronic structure
methods.5 Besides the accurate treatment of electron cor-
relation, nuclear quantum effects are within the scope of the
model in terms of ab initio cluster frequency analyses as
well. However, the maybe most important point concerning
the investigation of highly associated liquids is the inclusion
of cooperative effects, which have been demonstrated to be
of high importance for the accurate calculation of various
thermodynamic properties for the liquid water phase.5,6

The QCE model already proved to be applicable to a
variety of associated liquids, the most prominent of which
is pure water. The first QCE application already pointed out
that in the case of water generic structural patterns (so-called
“cluster motifs”) are more important than special cluster sizes
and geometries, and additional studies demonstrated that the
model is capable of reproducing large parts of water’s phase
diagram at least qualitatively, including the triple point and
a phase transition to an ice-equivalent solid phase.7,8 Ad-
ditional examinations of water in terms of the QCE approach
include investigations on isotopically substituted water as
well as the influence of quantum chemical methodology on
the density of the liquid state.4,6,9 Besides pure water, the
QCE model was furthermore successfully applied to different
other associated liquids, for instance, formamide, methanol,
ethanol, formic acid, and liquid sulfur, to name but a
few.10-15 More recent investigations concern the importance
of the tetrahedral coordination in liquid water for the
reproduction of its anomalous properties as well as the
influence of cooperative and dispersion effects in liquid
cis,cis-cyclotriazane.16,17 These studies suggest that the
cluster approach is a reliable approximation to the thermo-
dynamics of the condensed phase, at least in the case of
highly associated liquids. As already mentioned, the two most
crucial points in the QCE procedure are the approximate
treatments of intercluster interaction and excluded volume.
Due to these corrections, the aforementioned ideal cluster
gas in a sense becomes a real (that is condensed) cluster
gas, in which the constituents exhibit an appropriate volume
and are allowed to interact with each other. The isolated
cluster structures obtained from the static quantum chemical
calculations are embedded in an attractive mean field
potential, which models the dense character of associated
liquids and which is the reason why QCE calculations clearly
have to be distinguished from cluster studies in which
isolated cluster entities are applied. Thus, the present QCE
approach can be understood as the first step toward the
answer to the legitimate question of what clusters can tell
us about the condensed phase.

In the present study we introduce only slightly larger water
clusters compared to those investigated previously4,6 to
pronounce the effect due to the tetrahedral coordination and
not due to more compact or much larger structures. However,
these new clusters contain rings interconnected via a
tetrahedrally coordinated water molecule, and we present
results of electronic structure calculations with explicit
correlation, i.e., Møller-Plesset perturbation theory (MP2).
The Results start with improved accuracies for the old
(2/3) cluster set formerly denoted as the 7(w8cube) cluster
set.4,6 This part is followed by a comparison of isobars

including and excluding the new tetrahedrally coordinated
water molecules. We determine optimal cluster sets with
respect to the calculated isobars (2opt ) old optimized and
2-4opt ) new optimized) by deleting underpopulated
clusters. The optimization of a cluster set as the basis for
the QCE calculation is thereby examined in detail. Further-
more, we analyze the liquid-phase composition in terms of
monomer-normalized populations. Next, we study dispersion
versus cooperative effects at constant parameters, and we
discuss the different water model structures and the short-
comings of theoretical investigations. The present paper ends
with the Conclusion.

2. Methodology

2.1. Quantum Cluster Equilibrium Details. A full
derivation of the QCE theory can be found elsewhere.3,4,6

The most important aspects of the QCE method are given
in the following.

2.1.1. Partition Functions. Neglecting vibrational-rotational
interactions and other small perturbations, the cluster partition
function can be factorized into the translational (qj,trans),
vibrational (qj,vib), rotational (qj,rot), and electronic (qj,elec)
contributions in the usual way, resulting in

In the high-temperature continuum limit the translational
partition function is given by

Here Λj is the thermal de Broglie wavelength in one
dimension

with m(j) being the mass of cluster j, h the Planck constant,
T the temperature, and kB the Boltzmann constant. The
numerator of eq 2 describes the available volume for free
translational motion. This free volume is obtained by
subtracting an excluded volume proportional to the total
molecular volume of all clusters from the phase volume

where the proportionality constant bxv serves as one of two
variable parameters to adjust the calculations to experimental
data. The rotational partition function qj,rot is also deduced
from the continuum limit as

with the rotational symmetry factor σ derived from the
optimized cluster structure and the rotational temperatures
represented by ΘA, ΘB, and ΘC. These can be calculated
from the three principle rotation axes achieved from the

qj ) qj,transqj,vibqj,rotqj,elec (1)

qj,trans )
V - Vexcl

Λj
3

(2)

Λj )
h

(2πm(j)kBT)1/2
(3)

Vexc ) bxv ∑
j)1

η

njVj (4)

qj,rot )
1
σ( πT3

ΘAΘBΘC
)1/2

(5)
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calculated moments of inertia IA, IB, and IC of a given cluster
by following the equation

with X ) A, B, or C. The next term gives the vibrational
contribution qj,vib. For each of the 3N - 6 normal modes,
with N being the number of atoms in the molecule, the
harmonic oscillator approximation is employed, resulting in

with Mj ) 3ija as the number of atomic nuclei in cluster j
with a atoms per monomer i and the vibrational temperature
represented by Θn

(j)

which is associated with the vibrational frequency νn
(j) of the

nth normal mode. In eq 7 the zero-point vibrational energy
(ZPVE) is taken into account by the e-θn

(j)/2T term. The
treatment of this nuclear quantum effect is not included in
every method; for example, most molecular dynamics
simulations neglect this contribution.18

The last contribution to the canonical partition function is
a modified electronic part, depending on the cluster interac-
tion energies of the different species.3 Therefore, the zero
point of the energy scale is set to the total ground-state energy
of the relaxed monomer E1. The cluster interaction energy
includes on one hand the important nonpairwise additive
cooperative effects and on the other hand, according to the
used electronic structure method, dispersion effects. Ad-
ditionally, pairwise additive interaction energies obtained in
the way described in ref 6 were applied to this contribution
instead of the total cooperative energies. At this point it
should be mentioned that the cluster interaction energies
(∆Ej

cp ) Ej
cp - ijE1) were always corrected by employing a

full counterpoise correction as introduced by Boys and
Bernardi.19

Here higher contributions than the electronic ground state
are neglected. Up to this point only intracluster interaction
energies were taken into account. To treat the attractive
intercluster interaction energies as well, the volume- and
cluster-size-dependent mean field potential energy

was introduced to the model, containing the mean field
parameter amf.

3 Finally, the complete electronic contribution
to the partition function reads

2.1.2. Equilibrium and the Polynomials. The QCE method
assumes a thermodynamic equilibrium between differently
sized clusters and one corresponding reference cluster. The
largest possible number of monomers �η of the largest cluster

Xn in this equilibrium may be different from the total number
of clusters η. Following from this, the number of monomers
ij in a given cluster and the “list” number j of that cluster
can be different. Thus, the equilibrium reads

Here Xj denotes a cluster of ij monomer units up to �η

monomer units forming the largest cluster. η represents the
total number of clusters. Using the relation between the
cluster partition function qj and the chemical potential µj for
which the same equilibrium holds as in eq 11

and assuming particle conservation

leads per insertion of eq 12 into eq 13 to an iterative cycle
for the root finding of the population polynomial and the
volume polynomial.6 NA denotes the Avogadro number and
Nj the particle number. Changing to moles nj ) Nj/NA instead
of particle numbers, the population polynomial for the
monomer (with the partition function q1) is given by the
following expression:

In a similar manner one arrives at the volume polynomial:

R is the ideal gas constant, and p is the chosen pressure.
The degree of the volume polynomial depends on whether
the mean field interaction is employed (amf * 0) or not (amf

) 0). From quantum chemical calculations the input for the
partition functions is obtained. These will be described in
the next section in brief. The partition functions will next
serve in the polynomial equations, which leads to different
sets of populations and volumes. From these sets the one
combination with minimal Gibbs energy is chosen, and this
volume/population combination is re-entered into the iterative
cycle until volume convergency is reached.

2.2. Computational Details. It is important to repeat that
inherent to the QCE model we define two interaction terms:
First is the intercluster interaction, which is the interplay
between different clusters; see also section 2.1.1. In the QCE
model this interaction is accounted for by a mean field energy
term depending on the mean field parameter amf.

3,7 Second
is the intracluster interaction, which represents the binding
energy of a single cluster and which is
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where Ej and E1 denote the total energies of the jth cluster
containing ij monomers and the corresponding monomer in
its relaxed geometry (adiabatic interaction energy). It is
obvious that the intercluster term containing amf accounts
for the deficiencies of the cluster approach due to incomplete
solvation and that both terms contribute to the condensed-
phase behavior.

The pair energies were calculated as described previously.4,6

All pair energies listed in ref 6 were recalculated. Here only
the interaction between each pair in a cluster is considered.
Structure optimizations were performed employing density
functional theory(DFT)aswellassecond-orderMøller-Plesset
perturbation theory (MP2) with the resolution of identity (RI)
procedure.20 The program packages used for the electronic
structure calculations were Turbomole 5.91 and associated
programs.20 For DFT calculations, the gradient-corrected
functional BP86 was employed in combination with the
TZVP and TZVPP basis sets as well as the RI technique.
The MP2 calculations were additionally carried out with the
TZVP and TZVPP basis sets.20 As stated above, the basis
set superposition error is treated in terms of the counterpoise
correction of Boys and Bernardi.19 For the determination of
the principal moments of inertia and the harmonic frequen-
cies, the SNF program package was employed after the
electronic structure calculations were carried out.21 The SNF
program computes frequencies on the basis of the harmonic
approximation as numerical derivatives of the analytic
gradients provided by the structure optimization routine. All
harmonic frequencies enter the vibrational partition function
unscaled. The two parameters of the QCE model are adjusted
to reproduce experimental volumes22 only and not to
reproduce other quantities. Once the parameters are chosen,
they are fixed for the calculation of other quantities.

The QCE calculations were performed employing the
PEACEMAKER code.23 To obtain optimal values for the
excluded volume and mean field interaction parameters, a
sampling of isobars over a predefined amf/bxv interval is
carried out, and the “best choice” isobar with respect to the
experimental curve is determined. The employed selection
procedure is a straightforward application of the commonly
used least-squares fit and is described elsewhere.5 Within
this work we adjusted amf and bxv to achieve the accuracy
|∆V | to the fourth decimal place, which equates to a
magnitude of microliters.

3. Cluster Sets Investigated

To conduct our study on liquid water, we used the cluster
set as introduced in the first publication of Weinhold3,7 and
as employed previously by the present authors;4-6 see Figure
1. The original 2/3 cluster set (formerly denoted as the
7(w8cube) set)4-6 mainly contains structural motifs of a
2-fold coordinated water molecule with as many acceptor-
donor (AD) hydrogen bonds as water molecules in the
cluster. Only in the w8cube (which replaced the ringlike w8
cluster,4-6 because the w8 ring was not found to be a

minimum for the MP2 method) is at least a 3-fold coordina-
tion provided with four ADD and four AAD coordinated
molecules.

In Table 1 we list the interaction energies and the negative
energies per monomer for the 2/3 cluster set. For all methods
and basis sets employed w8cube is the most stable cluster
followed by the w6 and w5 clusters. In the pair energies per
monomer (second block, last column, Table 1) these trends
are not present. Although w2 is still the least stable cluster,
it is followed by the w8cube and w6 clusters. Thus, in w6
and w8cube we observe large cooperative effects.

To probe the 4-fold coordination, further clusters were
added; see Figure 2. We call these additional clusters “spiro
clusters’’ to illustrate the analogy to organic spiro com-
pounds. A further feature of the spiro clusters next to the
structural motif of the 4-fold coordination is that they are
larger than most of the clusters from the 2/3 set. The leading
structural motif in all spiro clusters is one AADD water
molecule and ij - 1 molecules with AD hydrogen bonds
per water molecule. The combination of these new spiro-
type clusters and the members of the old 2/3 set will be called
2-4 set. The interaction energies together with the energies
per monomer and per hydrogen bond and the basis set

∆Ej
cp ) Ej

cp - ijE1 (16)

Figure 1. Ball-and-stick model of the original cluster set
(abbreviated as the 2/3 set) as introduced by Weinhold3,7 and
as employed previously by the present authors.4-6

Table 1. Adiabatic Interaction Energies ∆Ej and Negative
Energies per Monomer -∆Ej/ij (kJ/mol) from Refs 4 and 6a

BP MP2

TZVP TZVPP TZVP TZVPP

cluster j cooperative cooperative cooperative cooperative pair

∆Ej

w2 -20.9 -18.0 -19.9 -19.2 -19.0
w3A -68.5 -61.4 -60.3 -61.7 -46.4
w3B -63.9 -57.3 -57.3 -58.6 -44.0
w5 -162.3 -147.9 -140.4 -140.9 -68.2
w6 -201.4 -182.5 -175.2 -175.0 -74.3
w8cube -311.9 -283.0 -269.9 -280.9 -98.4

-∆Ej/ij
w2 10.5 9.0 10.0 9.6 9.5
w3A 22.8 20.5 20.1 20.6 15.5
w3B 21.3 19.1 19.1 19.5 14.7
w5 32.5 29.6 28.0 28.2 13.6
w6 33.6 30.4 29.2 29.2 12.4
w8cube 39.0 35.4 33.7 35.1 12.3

-∆Ej/nhb

w2 20.9 18.0 19.9 19.2 19.0
w8cube 26.0 23.6 22.5 23.4 8.2

a The last two lines give the negative energy per hydrogen bond
(nhb), which is different for the dimer and the w8cube cluster only.
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superposition errors for different methods and basis sets are
listed in Table 2.

Employing a larger basis set (TZVPP instead of TZVP)
leads to a decrease of the absolute values of the interaction
energies for the density functional methods and to an increase
of the absolute values of interaction energies in the case of
MP2, with the exception of s13. The basis set superposition
errors (BSSEs) are in the range of 20-100 kJ/mol, depending
on the method and basis set as well as the cluster size. As
can be expected, the BSSEs decrease with increasing basis
set. Considering the energies per monomer, we find that
within a chosen basis set and method the energies are all
similar, i.e., around 36 kJ/mol for BP/TZVP, 32 kJ/mol for
BP/TZVPP, and around 31 kJ/mol for the MP2 calculations.
Thus, these clusters are all more stable than those from the
2/3 cluster set with the exception of the w8cube; see Table
1. Again the pair energies reverse trends, showing that large
cooperative effects do play a role. Due to their geometrical
conformation, the spiro clusters show a higher cooperativity
on average; i.e., they have smaller pair energies than the
clusters from the old 2/3 set. Considering the energy per

hydrogen bond, it is obvious why the w5 and w6 clusters
are such important structures for the liquid phase, because
these clusters are those with the strongest hydrogen bonds
on average. However, the spiro clusters are only a little less
stable than the w6 cluster. As can be observed from the last
block of Table 2, these kinds of clusters provide average
hydrogen bonds as strong as those of the w5 cluster and
almost as strong as those of the w6 cluster. In general, we
observe the known overbinding of DFT;24 e.g., for small
basis sets BP always leads to stronger bound clusters.

The corresponding frequency calculations contain only
positive values, indicating that we are dealing with minimum
structures. For the sake of reproducibility these data can be
obtained upon request from the authors.

4. Results

4.1. 2/3 Set: Isobars Revisited and Optimal Set. We
start this section with the newly obtained isobars for the
original 2/3 cluster set, i.e., without applying the spiro
clusters. The isobars are illustrated in Figure 3. In this figure
two electronic structure methods (BP, MP2) and two basis
sets (TZVP, TZVPP) as well as MP2/TZVPP pair energies
were considered for the selection procedure. It can be
recognized that BP/TZVPP follows the experimental curve
closest, while BP/TZVP leads to the worst agreement with
the experimental data.22 The MP2 data represent a more
accurate electronic structure, because the method treats the
electron-electron correlation in higher detail than density
functional theory based on the generalized gradient ap-
proximation. This does not necessarily lead to the best isobars
when the model-inherent parameters of the QCE calculations
are allowed to vary. Thus, it is difficult to discuss trends at
“improved′’ electronic structure methods. Interestingly, we
obtain different trends for the varying electronic structure
methods if we compare the low temperature range and high
temperature range. Furthermore, it is evident that the
deviations from the experimental isobar at lower temperatures
are larger for all methods than at higher temperature. From
this behavior the first implications of the importance of the
tetrahedral coordination pattern at lower temperatures can
be drawn.

Figure 2. Ball-and-stick model of additional clusters.

Table 2. Adiabatic Interaction Energies ∆Ej, BSSEs,
Negative Energies per Monomer -∆Ej/ij, and Negative
Energies per Hydrogen Bond -∆Ej/nhb (kJ/mol)

BP MP2

TZVP TZVPP TZVP TZVPP

cluster j cooperative cooperative cooperative cooperative pair

∆Ej

s7 -247.3 -218.6 -203.1 -208.8 -90.6
s9 -324.7 -296.5 -279.9 -281.7 -75.0
s11 -392.5 -356.3 -342.5 -342.8 -66.5
s13 -461.6 -416.6 -405.2 -402.8 -52.1

BSSE
s7 -24.6 -24.6 -56.0 -40.4 -307.6
s9 -44.1 -31.5 -75.4 -53.4 -101.3
s11 -54.3 -38.4 -91.4 -63.8 -102.8
s13 -62.2 -43.7 -104.8 -72.6 -212.8

-∆Ej/ij
s7 35.3 31.2 29.0 29.8 12.9
s9 36.1 32.9 31.1 31.3 8.3
s11 35.7 32.4 31.1 31.2 6.0
s13 35.5 32.1 31.2 31.0 4.0

-∆Ej/nhb

s7 30.9 27.3 25.4 26.1 11.3
s9 32.5 29.7 28.0 28.2 7.5
s11 32.7 29.7 28.5 28.6 5.5
s13 33.0 29.8 28.9 28.8 3.7

Figure 3. Calculated isobars for the 2/3 cluster set displayed
at a temperature range of 274-329 K. For each electronic
structure method amf and bxv are newly adjusted (range
274-373 K); for the results see Table 3.
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In the present work we selected the QCE parameters with
one more decimal place as in previous studies, which
improves in some cases the accuracy by 50%.5,6 In Table 3
we show the accuracies of the selected QCE parameters for
the different electronic structure methods used within this
work. The same trends in the value of the accuracy |∆V | as
those discussed for the plots of Figure 3 can be observed in
Table 3. A highly intuitive point of the QCE model is that
the smaller the intracluster interaction energies are, the larger
the parameter accounting for the mean field interaction amf

becomes. This demonstrates that the parameter in a way
accounts for the deficiencies of the missing interactions,
whether arising from the intercluster part or not treated
correctly by the electronic structure method (for instance,
overestimated for BP/TZVP). This point is most striking for
the pair energies where the amf value is more than twice as
large as the amf value of the corresponding MP2/TZVPP QCE
calculation. We will discuss this topic of neglected cooper-
ativity in a later section. amf deviates from that of the
uncorrected model (amf ) 0 and bexcl ) 1) by up to 0.37
which correspond to 37%, and bxv only varies within 11%,
again indicating the pronounced importance of the overall
interparticle interactions for the treatment of condensed-phase
phenomena.

4.1.1. Pure 2-Fold Coordinated Cluster Set and
Monomer-Normalized Populations. To examine the influence
of the different clusters in the set, we determined an optimal
set by deleting clusters systematically under the proposition
of keeping the same level of accuracy. Initially, we studied
the elimination of those clusters that are found to be weakly
populated, which led to the exclusion of the w3B cluster.
Because the aim of the accompanying paper (10.1021/
ct900189v) is to investigate the importance of the 2-fold
versus the 4-fold coordination, we additionally constructed
a set consisting of pure 2-fold hydrogen-bonded motifs. This
means that w8cube is deleted from the cluster set as well,
which leads to an even more accurate isobar for the MP2/
TZVPP data, as can be seen in the first two lines of Table 4.
The set obtained in this way will be denoted as the 2opt set.
The resulting QCE parameters are amf ) 0.136 and bxv )
1.088, and the accuracy is |∆V | ) 167.57 µL, which is even
smaller by a factor of 2 as compared to the accuracy of the
complete 2/3 set; see Table 3. Interestingly, the amf value is
reduced, which indicates that either the w3B or the w8cube
cluster must have a destabilizing effect on the intercluster
interaction. It also indicates that it is mandatory to optimize
the cluster set as a basis for the QCE calculation to obtain
excellent results. The old (gray) and newly obtained (black)

cluster populations are shown on the left side of Figure 4.
While only slight changes in the high-temperature region
can be recognized (see the gray curves with squares in Figure
4, left panel) the w6 cluster becomes the most important
cluster at lower temperature (see the black curves with circles
in Figure 4, left panel). The w5 cluster population also
increases a little bit at lower temperature as compared to
the behavior in the 2/3 set. This is in accordance with the
isolated molecule energetics formerly discussed in section
3. On the right-hand side of Figure 4 we show the monomer-
normalized populations which will be used in the ac-
companying paper (10.1021/ct900189v), because they pro-
vide a more physical picture of the particular phase point.
The cluster populations on the left side of Figure 4 refer to
the total number of clusters composing the actual phase point,
but this amount varies within each step of the QCE
calculation. This means that if mainly large clusters are
populated, more monomers are bound within these large
clusters. Because the amount of monomers is fixed in the
QCE calculation, there are fewer monomers to form the other
clusters. This implies a reduction of the total number of
clusters; i.e., if the total number of clusters decreases, the
population of each individual cluster increases. Thus, for our
purpose it is better to analyze monomer-normalized popula-
tions (see the right side of Figure 4), which are applied in
the monomer reference system. For all phase points the total
number of monomers is equal to 1 mol. The percentage now
indicates how many of the total 1 mol monomers are bound
in a particular cluster and thereby reflects the physical
composition of the phase point. From Figure 4, right panel,
we observe that the liquid phase of the 2opt set is almost
completely composed of the w6 cluster and the w5 cluster.
While the w6 population decreases from 79% to ap-
proximately 63%, the w5 population grows from 20% to 29%
with increasing temperature.

4.2. 2-4 Cluster Set and Optimal 2-4opt Cluster
Set. We now turn to the larger cluster set containing
tetrahedrally coordinated water molecules, namely, the 2-4
cluster set. The obtained parameters and accuracies are listed
in Table 4. The data clearly demonstrate that the inclusion
of the spiro clusters leads to an improvement in the accuracy
over that of the 2/3 cluster set. Interestingly, the amf value
of the 2-4 set is reduced as compared to that of the 2/3 set.
This is not a general rule; see Table 3. Here a better accuracy
goes along with smaller and in some cases with larger amf

values. However, from this observation we can deduce that
the tetrahedrally coordinated water molecule in the particular

Table 3. QCE Parameters for Different Methods and Basis
Sets without Spiro Clusters (2/3 Set) in the Temperature
Range from 274 to 373 Ka

method basis set |∆V | amf bxv

BP TZVP 523.56 0.121 1.084
BP TZVPP 135.49 0.158 1.110
MP2 TZVP 175.05 0.162 1.099
MP2 TZVPP 311.80 0.162 1.107
MP2 Pair TZVPP 445.76 0.370 1.078

a |∆V | (µL) gives the accuracy of the selected isobar, i.e., the
root mean square deviation from the experimental values.

Table 4. QCE Parameters for MP2/TZVPP Calculations
without Spiro Clusters (2/3 and 2opt) and with the Spiro
Clusters (2-4 and 2-4opt) in the Temperature Range from
274 to 373 Ka

set |∆V | amf bxv

2/3 311.80 0.162 1.107
2opt 167.57 0.136 1.088
2-4 166.42 0.125 1.105
2-4opt 137.07 0.130 1.105

a |∆V | (µL) gives the accuracy, i.e., the root mean square
deviation, from the experimental values.
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spiro cluster mimics the intercluster interaction more ac-
curately, leading to a reduction of the amf value.

To examine the influence of the different clusters in the
2-4 set, we determine another optimal set (abbreviated as
the 2-4opt set) by systematically deleting clusters under the
proposition of keeping the same level of accuracy. Therefore,
we studied the elimination of those clusters that were found
not to be populated highly, i.e., w3A, w3B, s7, and s13. Their
elimination leads in some cases to similar results, but in
nearly half the possibilities to slightly improved results as
compared to taking the whole cluster set into account, which
is shown in Table 6 in the Appendix. Thus, the 2-4opt cluster
set contains the old clusters w1, w2, w3B, w5, w6, and
w8cube as well as the new s9 and s11 clusters. In Table 4
the results of the selection routine are also given for the
2-4opt set. Again amf is reduced compared to that of the 2opt

set, although only to a small extent. The QCE parameters
are almost identical to those obtained for the complete set;
see Table 4. What is also apparent from Table 4 is that the
addition of clusters containing tetrahedrally coordinated water
leads to a strong improvement of the accuracy; compare
values for the 2/3 set with those for the 2-4 set or values
for 2opt with those for the 2-4opt set. Both quantities, the
accuracy and amf, point to a better description of liquid water
when tetrahedrally coordinated molecules are present. This
will be discussed in more detail in the accompanying paper
(10.1021/ct900189v).

4.3. Constant Parameters and Varying Electronic
Structures. After definition of an optimal cluster set (2-4opt),
isobars are calculated at constant QCE parameters for all
used electronic structure methods and their corresponding
frequencies in this section. The results are shown in Figure
5. At higher temperature larger deviations from the experi-
mental isobar can be observed. Again there are trends for
the different electronic structure methods. The BP method
with TZVP and TZVPP yields the highest intracluster
interaction energies, which is reflected in small volumes.
However, according to the larger energies found for BP/
TZVP, smaller volumes than for the BP/TZVPP calculations
would be expected, but the opposite trend is observed. This
clearly shows the important influence of the other two

partition functions, i.e, the rotational and the vibrational
contributions, which in some cases disturb the reciprocally
proportional relation between interaction energy and volume.
According to Table 2, MP2/TZVP calculations lead to the
smallest intracluster interaction energies; thus, the volumes
are much larger than for the other methods.

To study the pure influence of the electronic structure
method and the electronic partition function, we computed
isobars at constant input for the rotational and vibrational
partition functions and applied constant QCE parameters; see
Figure 6. Because the MP2/TZVPP set parameters were
adjusted to the experimental curve, we observe an excellent
agreement between MP2/TZVPP and the experimental
isobar. The MP2/TZVP curve deviates now much less as
compared to the results depicted in Figure 5, indicating again
the strong influence of the vibrational and rotational partition
functions.

All methods show larger deviations at higher temperature.
The smallest overall volumes are obtained from the BP/
TZVP energies, which predict the strongest binding energies
for all clusters compared to the other electronic structure
methods. The BP/TZVPP isobar is slightly closer to the
experiment. This reflects an interesting and unexpected basis
set dependency of DFT and might be important in light of

Figure 4. Obtained populations for the 2/3 cluster set (gray) and the 2opt cluster set (black) at the temperature range of 274-373
K for MP2/TZVPP: left, cluster populations; right: monomer-normalized populations. The QCE parameters are amf ) 0.136 and
bxv ) 1.088.

Figure 5. Isobars at the liquid-phase temperature range for
the 2-4opt set with amf ) 0.130 and bxv ) 1.105.
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the current basis set limit studies of Lee and Tuckerman,
who found no glassy or overstructured state in a 60 ps first-
principles simulation on water employing the BLYP density
functional with a complete discrete variable representation
(DVR) basis set.24 The improved volume at larger basis set
in the isobars of the density functional theory compared with
the too small volume with small basis set might thus be in
accordance with the “unfrozen water state” of the DVR
simulation by Lee and Tuckerman.24 Another interesting
feature is the nonconstant deviation between calculated BP
data and experimental data. At higher temperature the
deviations become much larger due to the wrong slope of
the BP isobars. Thus, our data indicate that using density
functional theory (BP) as well as a small basis set leads to
a less accurate description of the liquid phase especially at
high temperature as compared to MP2 with the TZVPP basis
set. Because we observe volumes which are too small for
the isobars, we can deduce that both approximations could
be the origin for an overstructured liquid as discussed by
Lee and Tuckerman.24

Next, we compare the different monomer-normalized
populations of the 2-4opt set, which are depicted in Figure
7. While MP2/TZVPP shows nonlinear curves for the
populations of different clusters with varying temperature,
the other electronic structure methods lead to a linear
behavior for almost all clusters. Both BP electronic structure
calculations populate the s9 cluster far too much if compared
to the MP2/TZVPP reference. Furthermore, the s9 cluster
population is still larger than the ring cluster population at

high temperature for BP. This result might be comparable
to the findings of Shields and Kirschner, who observed that
some specific structures if calculated with DFT are not
minimum structures.25 Please note that comparing MP2
populations with large and small basis sets also shows
differences.

4.4. Cooperativity. For both the 2opt set and the 2-4opt

set we again list the accuracy and the QCE parameters in
Table 5 together with the results of the pair energies applied
to both optimal sets. The derivation of pair energies is
described in refs 4 and 6. Comparing the amf values for both
sets obtained with and without inclusion of cooperative
effects, we find that amf increases by a factor larger than 2
for the calculations based on the pair energies. The difference
in amf comparing the two sets is also present if we consider
the QCE results obtained from the pair energies. In contrast
to the behavior of the cooperative energies, the amf value
for the pair energies (Table 5) is larger for the 2-4opt set
than for the 2opt set, corresponding to the fact that cooperative
effects in the spiro clusters with tetrahedrally coordinated
water are more severe than in the 2opt cluster set.

The pair populations (not depicted) for both optimal sets
show a decreasing dimer population from 86% to ap-
proximately 27% and an increase in the monomer population
with increasing temperature to the extent of 27%, while the
larger clusters are not significantly populated at all. Again
these findings are comparable to the results obtained by Lee
and Tuckerman.24 The authors compared conditional cor-
relation functions for hydrogen bonds in water as obtained
from traditional molecular dynamics simulations with a
nonpolarizable model to their first-principles simulations.
While the functions decayed for all choices of coordination
environment with the same speed in the traditional molecular
dynamics simulations, first-principles simulations could show
that the function for water with a 4-fold coordination
decreases significantly slower, indicating that tetrahedrally
coordinated water might possess extra stability.24

5. Discussion

Reconsidering the hydrogen bond, it is obvious that the
strength of the particular hydrogen bond should be an
objective. Weak and strong hydrogen bonds per particular
water molecule are discussed in an asymmetric model.26

From the point of view of static calculations we observe that
some tetrahedrally coordinated water exhibits asymmetric
coordination; i.e., individual hydrogen bonds are of different
stabilities. However, if an average is taken over each of the
tetrahedrally coordinated water molecules in an ensemble,
this could wash out subtle effects, and as a result the four
hydrogen bonds would be of similar strength. Interestingly,
one of our clusters, namely, s9, shows an almost perfectly
symmetric central water molecule (NBO27,28 occupation
numbers of each accepting σ* orbital of the four hydrogen
bonds, obtained with HF/SVP: 0.036, 0.036, 0.034, and
0.034), while the other spiro clusters deviate much more from
perfect symmetry. For example, s11 shows occupation
numbers at the AADD water molecule of 0.035, 0.033, 0.024,
and 0.041. It might be important that the s9 cluster with the
closest symmetric coordination plays such a dominant role;

Figure 6. Isobars at the liquid-phase temperature range for
the 2-4opt set with amf ) 0.130 and bxv ) 1.105 at constant
MP2/TZVPP frequencies and moments of inertia from MP2/
TZVPP geometries.

Table 5. QCE Parameters for the TZVPP Basis Set and
MP2 Calculations without Spiro Clusters (2opt) and with
Spiro Clusters (2-4opt) in the Temperature Range from
274 to 373 Ka

set |∆V | amf bxv

2opt 167.57 0.136 1.088
2opt pair 405.63 0.343 1.068
2-4opt 137.07 0.130 1.105
2-4opt pair 420.18 0.351 1.071

a |∆V | (µL) gives the accuracy, i.e., the root mean square
deviation from the experimental values.
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see Figure 7. The highly populated w6 cluster is perfectly
symmetric as well with occupation numbers of 0.034, while
the AD water molecules in the spiro clusters show slightly
lower occupation numbers.

From static quantum chemical methods information about
the hydrogen bond can be obtained. However, these calcula-
tions are based on fixed nuclei positions, and a hydrogen
bond definition is difficult, because the wave function cannot
be unequivocally distributed among the atoms.29,30 Further-
more, as Lee and Tuckerman put it nicely, “Although
reproducing these (binding) energies is important, small
clusters do not represent the bulk...”, these investigations
neglect the condensed-phase environment completely. Nev-
ertheless, interesting analyses such as energy decomposition
to determine the origin of hydrogen bonding were carried
out.30,31

The QCE method3,4,6,13 applied in this work is based on
static cluster calculations neglecting an explicit dynamical
behavior as explained in the Introduction. It includes two
parameters, amf and bxv, accounting for the missing inter-
cluster interaction and for excluded volume effects. A direct
comparison of different electronic structure models is dif-
ficult, because of this parametric dependency but also because
of the approximations made within the method.4,6 However,
if the parameters together with the input for the other partition
functions are kept constant, the influence of different
electronic structure methods can be tested. Despite these
difficulties, the QCE method has the advantage that it is up
to now the only method to incorporate electronic correlation

and cooperative effects in a simple way for calculations of
the condensed phase. Furthermore, the method in principle
covers every temperature and pressure point in phase as long
as the approximations made in the model are valid at that
state. Due to the analytical form of the QCE partition
functions, calculations of partition-function-dependent quan-
tities are easily carried out. Another advantage of the QCE
method is that it allows calculation of populations of clusters
and thereby determination of which structural motif plays a
role in the examined phases.

6. Conclusion

We investigated the liquid-phase isobars of water as obtained
from the quantum cluster equilibrium method for different
electronic structure methods, namely, MP2 and BP, at
different basis sets. Two cluster sets were employed, one
where no tetrahedrally coordinated water molecule was
present (2/3 set) and one where such motifs were included
(2-4 set). Both sets contain the ring motif, but the 2-4 set
comprises interconnected ring structures of two equally sized
rings. If we apply the 2/3 cluster set and allow the two
adjusting parameters of the QCE model to vary, we find only
slight differences in the isobars between DFT and MP2.
Using a smaller basis set leads to worse agreement as
compared to using the larger basis set for both methods. Next,
we introduced optimal sets by eliminating underpopulated
clusters (2opt and 2-4opt). This seems to be an important
step in the QCE procedure, if high accuracy is desired,

Figure 7. Populations at the liquid-phase temperature range for the 2-4opt set with amf ) 0.130 and bxv ) 1.105 at constant
MP2/TZVPP frequencies.

Table 6. Fit for the Elimination of Different Clusters in the Temperature Range from 274 to 373 Ka

deleted?

w3A no yes yes yes yes no no no yes yes yes no no no no yes
w3B no yes yes yes no yes no yes yes no no yes no no yes no
s7 no yes yes no yes yes yes yes no yes no no no yes no no
s13 no yes no yes yes yes yes no no no yes yes yes no no no
|∆V | 166 144 164 141 137 145 144 169 157 162 138 144 140 169 165 163

a The accuracy |∆V | is given in the last line in dimensions of microliters. The electronic structure method is MP2/TZVPP.
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because some clusters destabilize the system. One set
contained only pure 2-fold coordinated water molecules
(2opt). For the 2/3 and the 2opt cluster set we find that a ring
consisting of six monomer units plays a dominant role over
the whole temperature range, as observed in previous
studies.5,7 Adding the spiro clusters, we find a significant
improvement of our calculated data with respect to experi-
ment, especially at low temperature and concerning the slope
of the curve. The QCE parameter accounting for the
intercluster interactions decreases by adding tetrahedrally
coordinated water molecules, indicating the improved de-
scription of the liquid phase in terms of intracluster energet-
ics. Keeping all model parameters constant (at the optimized
MP2/TZVPP values) and varying only the electronic structure
energies, we find large basis set dependencies for the BP
methods. Deviations for the different electronic structure
methods from the MP2/TZVPP data obtained with the 2-4opt

cluster set are now more pronounced at higher temperature.
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Appendix

In Table 6 we list the results of all possible reduced
combinations. We find a combination where the accuracy is
even improved to 1.37 × 10-4 L (bold in the table). We
will thus work with the set where w3A, s7, and s13 are
deleted.
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Abstract: With the aid of the quantum cluster equilibrium method, we calculate thermodynamic
properties for a new water cluster set containing 2-fold and additional tetrahedrally hydrogen-
bonded water molecules on the basis of accurate correlated electronic structure calculations.
The addition of clusters with 4-fold coordinated water molecules leads to an improved
thermodynamical description of the liquid phase in comparison to experimental values. The
comparison of the obtained isobars from the pure 2-fold cluster set with the mixed cluster set
shows improved results for the mixed set. Furthermore, the results of the liquid-phase entropy
calculation compare excellently with experiment if the mixed cluster set is applied. The calculated
populations allow us to determine hydrogen bond numbers, resulting in a temperature-dependent
average hydrogen bond number. We observe a decreasing average hydrogen bond number of
2.77 at 274 K to 2.26 at 373 K and a dominance of 75% 2-fold hydrogen-bonded water molecules
at room temperature for the mixed cluster set.

1. Introduction

For many decades scientists have been trying to reveal the
complicated structure of liquid water to understand why it
is such an important solvent. Already in 1892 Wilhelm
Conrad Röntgen characterized the constitution of liquid water
as an aggregate of two types of water; the first type of
molecules he denoted as ice molecules.1 Furthermore, he
explained that both types of molecules are needed to predict
the point of maximum density at 4 °C by the two opposing
processes during cooling. These are on one hand a dilatation
and on the other hand the common thermal contraction of
liquids. According to that, the first type of molecules will
change into the second type of molecules by heating the
liquid and vice versa. Most later publications on the matter
of liquid water highlight the need of tetrahedrally coordinated
molecules for the occurrence of the point of maximum
density as well. However, since the challenging paper of
Wernet et al.,2 the coordination number of water molecules
in the liquid phase again has become a topic of heated debate

in the literature. For example, Ball opens his essay on water
with the following sentence: “No one really understands
water.” 3 Although the textbook opinion of the coordination
number of water dissolved in itself was three to four, Wernet
et al. found in their study indications for a coordination
number of mainly two.2 The authors applied X-ray absorption
spectroscopy (which is sensitive to local hydrogen bond
patterns) next to density functional theory calculations.2 The
emerging picture was a two-state pattern of the water
hydrogen bond, namely, a “random soup” (hydrogen-bonded
chains or rings) with “tiny icebergs” (tetrahedrally coordi-
nated water).3 Many papers on this subject (the number at
the end of the year 2008 is approximately 270) followed,
and we mention here only a selection. One of the critical
papers was published by Head-Gordon and Johnson.4 The
authors carried out X-ray scattering experiments and inferred
from those that asymmetry is inconsistent with their data,
indicating fluctuations in the local molecular water environ-
ment.4 An asymmetric water charge model for the site-site
potential was investigated by Soper.5 Soper found that neither
the asymmetric model is correct nor the symmetric model
is incorrect, but that X-ray and neutron diffraction data on
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water are rather insensitive to these details.5 This was also
discussed by Lee and Tuckerman. They concluded that
overstructuring found in radial distribution functions (RDFs)
calculated from first-principles simulations does not neces-
sarily imply more rigid hydrogen bonds. Furthermore, the
authors gave a warning toward deriving local structures of
water from averaged quantities such as the RDFs.6,7

A remarkably outstanding paper describing a study in
which traditional molecular dynamics simulations were
applied in modified water was published recently.8 Chatter-
jee, Debenedetti, Stillinger (who simulated, together with
Rahman, water for the first time9), and Lynden-Bell inves-
tigated the effects of a water model that induces a 2-fold
hydrogen bond only.8 This was carried out in line with the
previously studied idea to change the molecular dynamics
potential parameters of Bergman and Lynden-Bell.10 It was
shown that a tetrahedrally coordinated hydrogen bond
network is necessary to reproduce the water density anomaly.
Head-Gordon and Rick also showed that classical molecular
dynamics simulations lead to an erroneous description of the
liquid phase of water, if a water model with an environment
of two hydrogen bonds only is applied.11 The origin of the
density maximum in water was recently studied by Deeney
and O’Leary.12 The authors accounted for the density
maximum in terms of opposing action of two independent
physical processes,12 one of these processes being a classical
expansion/contraction effect and the other being identified
as quantum zero-point-energy fluctuations. These effects
counterbalance each other, resulting in a density maximum.12

The observations of ref 6 are in line with the finding of
Ludwig, who could also show that only the tetrahedrally
coordinated water structures are able to reproduce the density
maximum of water.13 On the basis of Hartree-Fock and
density functional theory in the framework of the quantum
cluster equilibrium (QCE) method, Ludwig discussed the
importance of the tetrahedrally coordinated water versus a
twice hydrogen-bonded water molecule. By inclusion of a
tetrakaidecahedral (H2O)24 cluster, a triple point could be
determined. Furthermore, Ludwig could show that the three-
dimensional water clusters (H2O)13, (H2O)15, and (H2O)17

including tetrahedrally coordinated water molecules are
necessary to mimic liquid-phase properties.13 The volumi-
nous water clusters are consistent with the oxygen-oxygen
pair correlation function from X-ray diffraction experiments,
and these clusters are able to reproduce the main features of
the OH stretch region in the IR spectrum.13

In the present study we apply the quantum cluster
equilibrium method to investigate hydrogen bond patterns
in liquid water. We focus on the discussion of populations
along the liquid temperature range, i.e., from 274 to 373 K.

This paper is structured as follows. First, a short meth-
odological introduction to the QCE method as well as the
calculation of the hydrogen bond numbers is given. Second,
we compare the isobars of two cluster sets containing either
2-fold or 2-, 3-, and 4-fold hydrogen-bonded clusters. Next,
cluster populations are considered. Thereafter, we show the
improved results of the entropy calculations with rising
temperature. Finally, we analyze the calculated temperature-

dependent hydrogen bond numbers. The paper ends with the
Discussion and Conclusion.

2. Methodology

The QCE theory and the computational details are described
in the accompanying article (10.1021/ct800310a).14 In the
QCE approach modulated partition functions from static
quantum chemical calculations are applied to obtain poly-
nomials which are solved in a self-consistent fashion. The
resulting populations are used to obtain bulk partition
functions, and from those it is possible to calculate bulk
thermodynamic properties.15-17 To evaluate the importance
of distinct cluster structures, we show monomer-normalized
populations in this study as introduced in the previous paper
(10.1021/ct800310a).

Cluster populations within our QCE program18 usually
refer to the total number of clusters. This number varies
within a QCE calculation. If mainly large clusters are
populated, more monomers are bound within these large
clusters. Because the amount of monomers is fixed in the
QCE calculation, there are fewer monomers to form the other
clusters. This implies a reduction of the total number of
clusters; i.e., if the total number of clusters decreases, the
percentage population of each individual cluster increases.
This is not useful when insight into the physical nature of a
phase point is desired. For this purpose it is better to analyze
populations which are related to the monomer reference
system. Given that the total number of monomers is equal
to 1 mol for all phase points, the percentage now provides
an estimate of how many monomers of the total 1 mol are
bound in a particular cluster and thereby reflects the physical
composition of the phase point.

Furthermore, we analyze the average hydrogen bond
number at each phase point as described in the following.
For each cluster j and temperature the QCE calculation
provides the intercluster interaction in terms of the mean
field energy Ej

inter, depending on the cluster size and the
calculated volume as well as the selected amf value:

This energy needs to be correlated to a hydrogen bond
number (nhb). Therefore, it will be divided by the cluster-
specific intracluster interaction energy per hydrogen bond
Ej

hb, the latter being obtained, e.g., by a natural bond orbital
(NBO) analysis, leading to

Alternatively, the mean field energy could be divided by an
average binding energy per hydrogen bond Ehb given for each
cluster set, similar to the energy criterion for hydrogen bonds
in molecular dynamics simulations:

Ej
inter ) -ijamfV

-1 (1)

ninter,j
hb )

Ej
inter

Ej
hb

, with Ej
hb )

∆Ej
intra

nj
hb

(2)

ninter
hb )

Ej
inter

Ehb
(3)
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The calculation of these additional hydrogen bonds arising
from the mean field interaction (ninter

hb ) of a specific cluster
has to be repeated for each cluster of the particular set. To
derive the global average number of hydrogen bonds in the
system, these cluster-specific additional hydrogen bonds have
to be weighted by the monomer-normalized population of
each cluster Nj, with ∑j)1

η Nj ) 1 and η being the total number
of clusters. After the calculation of all hydrogen bonds and
the weighting by their respective populations, they are added
to yield the global average hydrogen bond number, leading
to the final equation

It should be noted here that the above sketched scheme is
not from first principles, because (a) an empiric parameter
(amf) enters our model and (b) we distribute this energy not
unequivocally. The optimized cluster sets employed in the
present study are taken from the previous paper (10.1021/
ct800310a).14 In the present work we only show MP2/
TZVPP electronic structure data. The 2-4opt set denotes the
optimal cluster set containing clusters with tetrahedrally
coordinated water molecules (see Figure 2), whereas the 2opt

set only contains clusters with 2-fold hydrogen-bonded water
molecules; see Figure 1.

The applied QCE parameters are listed in Table 1. A
detailed discussion can be found in the accompanying paper
(10.1021/ct800310a).14

3. Results

3.1. Comparing the Pure 2-Fold Water Set (2opt) to
the Mixed Set (2-4opt). In the former paper (10.1021/
ct800310a) we found an improvement with respect to the
accuracy as well as a reduction of the mean field parameter
amf especially at low temperature if tetrahedrally coordinated
water molecules were included in the QCE calculations.14

To further discuss this point, we show the resulting isobars
in Figure 3.

We observe a definite improvement of the isobar due to
the inclusion of additional spiro clusters. The slope of the
experimental curve is reproduced better, and the previously
discussed larger deviation at lower temperature is also
reduced. This result clearly points at the importance of

tetrahedrally coordinated water, which has to be applied in
the calculation of the partition functions at low temperatures.
It is noteworthy to remark that this result cannot be achieved
by selecting the QCE parameters accordingly. Only the
explicit treatment of the tetrahedrally coordinated water leads
to improved results, which is a strong point in favor for the
applicability of the QCE method and which shows that the
QCE is sensitive to structural motifs of the condensed phase.

3.2. Populations of Clusters in the Bulk. According to
QCE methodology, cluster populations are obtained at

Figure 1. Ball-and-stick model of the 2-fold water cluster set
(abbreviated as the 2opt set) as introduced in the previous
paper (10.1021/ct800310a).14

〈nhb〉 ) ∑
j)1

η

(ninter,j
hb + nj

hb)Nj (4)

Figure 2. Ball-and-stick model of the cluster set containing
tetrahedrally coordinated water molecules (abbreviated as the
2-4opt set) as introduced in the accompanying paper (10.1021/
ct800310a).14

Table 1. QCE Parameters for the Sets without Spiro
Clusters (2/3 and 2opt) and with the Spiro Clusters (2-4opt)
at the Temperature Range from 274 to 373 Ka

set |∆V | amf bxv

2/3 311.80 0.162 1.107
2opt 167.57 0.136 1.088
2opt pair 405.63 0.343 1.068
2-4opt 137.07 0.130 1.105
2-4opt pair 420.18 0.351 1.071

a |∆V | (µL) gives the accuracy of the corresponding isobar, i.e.,
the root mean square deviation from the experimental values.

Figure 3. Calculated isobars for the 2opt (solid line and circles)
and the 2-4opt (dashed line and tilted squares) cluster sets
at the temperature range from 274 to 373 K with fitted
parameters.
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every phase point of a QCE calculation, thereby providing
insight into the composition of the bulk. This constitutes
a link between isolated clusters obtained from static
quantum chemical calculations and the bulk, as mentioned
in the Introduction of the accompanying paper (10.1021/
ct800310a).14 In Figure 4 we depict the monomer-normal-
ized populations; these populations show to what extent
a particular cluster is populated with respect to the constant
total monomer number of 1 mol.

There are three regions in which different clusters are
mainly populated. At very low temperature the cagelike
w8cube cluster shows a population of 40%, between 280 K
and approximately 360 K the s9 spiro cluster plays the
important role with a maximum population of approximately
42% at 306 K, and at high temperature (>362 K) the w6
cluster is most highly populated with 35%. While the
populations of all clusters with only 2-fold coordination grow
with increasing temperature, the spiro clusters show each a
maximum. These maxima are approximately at 310 K for
s9 as well as for the s11 cluster. The cagelike w8cube cluster,
which seems to be an important motif of the low-temperature
region, decreases much faster than the ring clusters increase.
Thus, the QCE model predicts a significant temperature
dependence of the liquid-phase coordination pattern, which
has also been observed in recent experiments.

The importance of the investigated temperature is also
emphasized in the paper of Head-Gordon and Johnson.4 With
the aid of temperature-dependent experiments, the authors
draw the conclusion of a mainly tetrahedrally coordinated
water structure. These conclusions are based on three
temperature measurements, i.e., at 1 °C (274 K), 25 °C (298
K), and 77 °C (360 K). As can be seen from Figure 4, s9
shows a maximum at approximately 306 K and the ring
structures are just starting to show a growing population.
Thus, the QCE results imply that the complete picture might
be more complicated and that a simple linear temperature
dependence might not apply. According to these QCE
calculations, it would seem to be helpful to add more
temperature-dependent measurements, for example, at 283
K (10 °C) and at 320 K (47 °C). The temperature-dependent
behavior was also observed by Chatterjee et al. in the
temperature-dependent spatial distribution functions plot for

their modified model with a water H-O-H angle of 90°
and 100°. These two models acquire a waterlike (tetrahedral)
structure upon cooling.8

3.3. Entropy. One of the strong points of the QCE method
is the possibility to calculate different thermodynamic
quantities once the partition functions are known. Please note
that once the QCE parameters are set they are not changed
anymore; i.e., the outcome of the calculations does not
depend on the selection procedure of the QCE parameters,
but on how well the model-inherent approximations work
for the particular properties. In a previous study we employed
QCE calculations to derive entropies of the liquid phase as
well as the liquid-vapor phase transition.17 The neglect of
cooperativity led to large errors in the obtained entropy
values. In contrast, a correct treatment of the intracluster
many-body interaction yielded liquid-phase entropies and
phase transition entropies in very good agreement with the
experimental reference.17

In Figure 5 we show the entropy plotted against tempera-
ture for our different sets. As can be observed, the original
2/3 set lies above the experimental values; i.e., the slope of
the curve is too large. All other methods underestimate the
experimental reference. To obtain a closer agreement with
experiment, tetrahedrally coordinated water molecules are
necessary as reflected in the excellent agreement of the
2-4opt entropies with the experimental values; see Fig-
ure 5, black curve with open circles. To facilitate the
relevance of the 2-4opt cluster set, it should be mentioned
that the vaporization entropy ∆vapS (not depicted), calculated
with this set, also shows a more accurate value of 109.42
J/(K mol) (exp.: 109.06 J/(K mol)).19 Applying 2-fold
hydrogen-bonded clusters alone leads to entropies as inac-
curate as the ones depending on pair energies only; see Figure
5, black curve with closed circles and dashed and dotted
curves. This indicates that from the entropical point of view
the 2opt cluster set and the sets applying the pair energies
underestimate the entropy.

3.4. Hydrogen Bond Numbers. In the last section, we
showed monomer-normalized populations for calculations
with the 2-4opt set. However, the mean field QCE parameter
prevents us from giving a quantitative statement of the
average hydrogen bond for water molecules that could be

Figure 4. Monomer-normalized populations for the liquid-
phase temperature range for the optimal 2-4opt set.

Figure 5. Entropy as calculated according to ref 17. The
reference point for the calculations and the experimental data
is set to S(273.16K) ) 0.
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expected from our calculations, since the number of hydrogen
bonds accounted for by the mean field energy is only
accessible in an indirect way (see section 2). While in the
2opt clusters the maximum average hydrogen bond number
that occurs is 2, the average number is 3.0 for the w8cube
cluster and 2.22 for the s9 cluster in the 2-4opt set. To
estimate the number of hydrogen bonds according to section
2, we have to evaluate the mean field energy in terms of the
average hydrogen bond energy per cluster. The procedure
to obtain the total average hydrogen bond number at different
phase points is described in section 2.

In Figure 6 the average hydrogen bond numbers are
depicted against temperature. We observe that for all sets
these numbers decrease with increasing temperature; i.e.,
none of the sets provides hydrogen bond numbers that behave
identically at every phase point, thus showing the temperature
dependency of the hydrogen bond number as discussed in
the earlier section. Considering the average hydrogen bonds
in Figure 6, we find a monotonically decreasing behavior.
This monotonical behavior could not be deduced directly
from the populations. The QCE-predicted hydrogen bond
numbers for set 2-4opt, set 2/3, and set 2opt do not reflect
the picture of a mainly tetrahedrally hydrogen-bonded water.
Furthermore, it is apparent from Figure 6 that the mean field
term corrects the intercluster interaction in different ways.
At lower temperature a higher hydrogen bond amount is
added in all sets. This is the reason why the uncorrected
curves (ninter

hb ) 0) at higher temperature (gray curves in Figure
6) show an order different from that of the curves including
ninter

hb from the intercluster interactions. In general, the curves
are a little bit more spread out at low temperature than at
high temperature. At high temperature (373 K) the curves
including ninter

hb exhibit values between 2.14 (2opt) and 2.26
(2-4opt), which indicates a high probability for 2-fold
hydrogen-bonded water molecules at this phase point
(87-93%) in the calculated cluster phase.

The maximum hydrogen bond number (3.12) is obtained
for the 2/3 set at lowest temperature (274 K). At the same
temperature the value for the 2opt set amounts to 2.26 and
for the 2-4opt set to 2.77. At this stage it is necessary to
keep in mind that the isobars and entropies were most
accurate for the 2-4opt set; i.e., the obtained data from this

set should be taken as the most reliable results. This
reasoning is based on the assumption that the most accurate
thermodynamics also yield the most precise structural
information. The hydrogen bond numbers indicate (if we
neglect the fact that 3-fold hydrogen bonding occurs) 38%
tetrahedrally coordinated water molecules and 62% 2-fold
hydrogen bonds for the 2-4opt set, 13% tetrahedrally
coordinated water and 87% 2-fold hydrogen-bonded water
molecules for the 2opt set, and 56% tetrahedrally coordinated
water molecules and 44% 2-fold hydrogen bonds for the 2/3
set at 274 K. A ratio of 80% tetrahedrally to 20% 2-fold
coordinated water would be represented by a hydrogen bond
number of 3.6. This clearly shows that our results are to a
greater extent in accordance with the findings of Wernet et
al.;2 i.e., we obtain the closest agreement to the experimental
thermodynamics (e.g., see Figure 3 in section 3.1 and Figure
5 in section 4) with mainly 2-fold coordinated water
molecules (75% at 298 K with the 2-4opt set). It should be
noted here that these numbers are based on the approximate
evaluation of the mean field energy (see section 2) and thus
should be taken as semiquantitative. In traditional molecular
dynamics simulations values from 3.1 to 3.3 hydrogen bonds
at room temperature are discussed.11 The hydrogen bond
number of 2.4 could be attributed to a ratio of 80% 2-fold
hydrogen bonds to 20% tetrahedrally coordinated water
molecules (see the dotted horizontal line in Figure 6) with
the hypothetical assumption of these two possibilities only.
From approximately 315 K the total hydrogen bond number
of the 2-4opt set drops below 2.4; see the dotted line in Figure
6. However, the limited size of the clusters present in the
2-4opt set makes it difficult to realize a distribution of 80%
4-fold to 20% 2-fold coordination at all, because in these
medium-sized clusters the number of 2-fold coordinated
molecules will always be larger than the number of 4-fold
coordinated molecules due to surface effects. Nevertheless,
these QCE results demonstrate that the coordination number
distribution present in the 2-4opt set is consistent with
experimental thermodynamics, at least concerning densities
and entropies.

Applying the binding energy criterion of the dimer as
mentioned earlier in section 2 (not depicted) instead of the
cluster-specific binding energy for a hydrogen bond results
in a 4.9% higher hydrogen bond number for the 2-4opt set,
while the 2/3 set shows a difference of 5.9% and the 2opt set
shows the largest difference with an increase of 6.2%.

If we compare the curves from the cooperative energies
with those of the pair energies (not depicted), we find that
the pair curves of both sets obviously exhibit much lower
coordination numbers. For the uncorrected case (ninter

hb ) 0)
both sets exhibit an nhb of below 1, while the corrected sets
show a hydrogen bond number increased to an amount of
more than 1, 〈nhb〉.

4. Discussion

To clarify several indistinct issues, it seems to be important
to recapitulate different aspects of theoretical investigations,
and additionally we want to reconsider some structural
aspects of liquid water.

Figure 6. Average number of hydrogen bonds at different
phase points with intercluster interaction recalculated as
described in section 2.
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(1) Water has a coordination number (as opposed to the
hydrogen bond number examined in the present study) that
is given by the number of surrounding water molecules or
the first integrated X-ray oxygen-oxygen radial distribution
function goo(r) peak. As Soper explains, the question of this
coordination number is distinct from that concerning the
number of hydrogen bonds.5 Some scientists infer that water
molecules mainly contain two hydrogen bonds, and some
believe that water largely shows a tetrahedral hydrogen bond
pattern in the liquid phase.3

(2) From the theoretical perspective the water structure
was mainly investigated by traditional molecular dynamics
(MD) simulations.8,20 These methods include a model-
inherent dynamical description and large samples (Soper used
1800 water molecules5). Nevertheless, the methods are
mostly applied with fixed charges (even if these are
distributed asymmetrically) and with the pairwise additivity
approximation as well as the neglect of nuclear quantum
effects.21 Many suggestions for polarizable water models
appeared in the literature.22 The quality of parametrization
varies from system to system and from quantity to quantity,
raising the question of transferability.23 Despite these
problems, it is possible to reproduce such important quantities
as the density maximum with traditional MD simulations.8

(3) First-principles simulations, for instance, in the frame-
work of Car-Parrinello24 molecular dynamics simulations,
circumvent the approximation of traditional molecular dy-
namics simulations. However, within these methods it is only
possible to treat a small sample (∼1000 molecules; see ref
25) with a short simulation time (<100 ps scale). Due to
large computational costs, the calculations are mainly carried
out with density functional theory (neglecting dispersion) and
relatively small basis sets. Hybrid functionals26 and correc-
tion schemes for dispersion27-29 were successfully tested.
A very valuable discussion of different effects is given by
Lee and Tuckerman.7 One of the major advantages of first-
principles simulations is that the electronic structure can be
analyzed on the fly.30 For example, it is possible to calculate
local dipole moments31,32 or charges33,34 in the liquid phase.

(4) Despite the fact that only a few clusters in relation to
MD simulations are applied within the QCE model, the
cluster-inherent parameters as geometries and frequencies
depend on accurate electronic structure models. Furthermore,
the QCE method employs no effective potentials in the
description of intermolecular interactions contrary to tradi-
tional molecular dynamics simulations, which makes it more
sensitive to questions of hydrogen-bonding patterns. While
it is difficult to employ an unambiguous criterion for
hydrogen bonding in traditional molecular dynamics simula-
tions, a less crude analysis of the clusters calculated with
accurate electronic structure methods gives rise to the
question of how many “hydrogen bonds” are inherent in a
specific cluster. From those clusters further calculations
such as the calculation of the populations or isobars were
carried out, finally leading to the prediction of a hydrogen
bond number in the temperature range of the liquid phase
of water, still on the basis of the accurate electronic
structure calculations. The QCE model is not able to
describe the dynamics of hydrogen bond formation and

breaking, but nonetheless, a strong point of the model is
that temperature-dependent properties, e.g., the 〈nhb〉 or
the population of a distinct motif, of the investigated
systems can be shown easily. Moreover, the QCE model
can be used as a tool to trace deviations from the
experiment due to certain characteristics such as geom-
etries or electronic structure methods.

5. Conclusion

The extended water cluster set (2-4opt), containing tetrahe-
drally hydrogen-bonded clusters, leads to an enhanced
description of the liquid phase of water in the frame of the
QCE theory. This result shows once more that the 4-fold
coordination is necessary to obtain an accurate description
of liquid water, e.g., in the case of the improved results in
liquid-phase entropies. The analysis of the hydrogen bond
patterns within our model clearly shows that, although the
tetrahedrally coordinated water molecules have to be included
in the cluster set to obtain an accurate physical behavior,
the calculated cluster phase exhibits an average hydrogen
bond number below 3 at room temperature. Furthermore,
the application of the dimer hydrogen bond interaction energy
alone as a criterion for hydrogen bonding leads to an
erroneous because overstructured picture of the liquid phase.
It might be inferred that traditional MD compensates the too
low hydrogen bond energy of approximately 20 kJ/mol with
an overstructuring (too many tetrahedrally coordinated water
molecules) of the hydrogen bond network. Considering the
averaged cooperative interaction energies of the higher
populated clusters which dominate the QCE cluster phase,
a much higher value (between 28 and 31 kJ/mol) is obtained.
Thus, at equal total energy in the system the higher energy
per hydrogen bond leads to a sparser hydrogen-bonded water
network. This issue together with the poor performance of
pairwise additive interaction energies applied in QCE
calculations reconfirms the importance of cooperative effects
in liquid water.15

Wernet et al. reinvestigated a conventional wisdom of
water coordination with their set of experiments.2 One of
the benefits or side effects of these experiments lies in the
improvement of other experiments, models and methods. At
present no method or theory can claim to describe all features
of water correctly. Therefore, the QCE is a helpful and
necessary tool toward understanding this important task. It
certainly provides us also with a link between isolated
clusters and the condensed phase.

To gain additional insight into the local structure of liquid
water, further studies in the frame of the QCE theory and
thus on the basis of accurate electronic structure methods
are necessary. Moreover, it is still a mandatory task to
understand how the water molecules interact with each other
on the molecular level.
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Abstract: The protein farnesyltransferase (FTase) is a Zn2+-metalloenzyme that catalyzes the
farnesylation reaction, i.e., the transfer of the 15-carbon atom farnesyl group from farnesyl
diphosphate (FPP) to a specific cysteine of protein substrates. Oncogenic Ras proteins, which
are among the FTase substrates, are observed in about 20-30% of human cancer cells. Thus,
FTase represents a target for anticancer drug design. Herein, we present a classical force-
field-based and quantum mechanics/molecular mechanics (QM/MM) computational study of the
FTase reaction mechanism. Our findings offer a detailed picture of the FTase catalytic pathway,
describing structural features and the energetics of its saddle points. A moderate dissociation
of the diphosphate group from the FPP is observed during the nucleophilic attack of the zinc-
bound thiolate. At the transition state, a resonance structure is observed, which indicates the
formation of a metastable carbocation. However, no stable intermediate is found along the
reaction pathway. Thus, the reaction occurs via an associative mechanism with dissociative
character, in agreement with the mechanism proposed by Fierke et al. (Biochemistry 2000, 39,
2593-2602 and Biochemistry 2003, 42, 9741-9748). Moreover, a fluorine-substituted FPP
analogue (CF3-FPP) is used to investigate the inhibitory effect of fluorine, which in turn provides
additional agreement with experimental data.

Introduction

The protein farnesyltransferase (FTase), a Zn2+-metalloen-
zyme, catalyzes the transfer of the 15-carbon farnesyl group
from the farnesyl diphosphate (FPP) to acceptor proteins that
contain the so-called “CaaX” motif at the C-terminus1-3

(where C is the cysteine residue that is farnesylated, a is
generally an aliphatic amino acid, and X is the terminal
residue, which can be alanine, cysteine, serine, methionine,
or glutamine4-7). FTase activity is crucial in signal trans-

duction pathways such as proliferation and apoptosis of
cells.8,9 In fact, the Ras superfamily and small GTPases
including Ras, Rho, and Rab are important examples of
proteins that are activated by FTase function. Nowadays,
FTase represents one of the promising targets for anticancer
drug design,10,11 being involved in the activation of oncogene
proteins such as mutated Ras, which are related to the
development of ∼20-30% of human cancers.12,13

FTase is a heterodimer, which consists of a 48 kDa R
subunit and a 46 kDa � subunit.3,14 Crystallographic and
kinetic studies have suggested a two-step mechanism for
substrates binding to FTase15-17 whereby, initially, FPP
binds to the hydrophobic cavity in the � subunit, and then
the CaaX peptide substrate binds to form a ternary complex
FTase/FPP/CaaX. One Zn2+ ion is accommodated in the
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FTase catalytic site, and its presence is essential for efficient
enzymatic activity.17,18 This metal ion is tetracoordinated to
Asp 297�, Cys 299�, His 362�, and the CaaX cysteine
residue (Figure 1A). Recent experimental and computational
results indicate that the CaaX cysteine is a thiolate in the
bound state at physiological pH.19-21

The FTase catalytic cycle involves two major steps: (1)
the physical step, which consists of a conformational
rearrangement needed to bring the FPP close to the nucleo-
philic thiolate in the ternary FTase/FPP/CaaX complex (the
product of this step will be referred to as the actiVe form
hereafter), and (2) the chemical step, which is the transfer
of the farnesyl group from the FPP to the thiolate.22 In
particular, in the physical step the large separation between
the reactive atoms C1 of the FPP substrate and the sulfur
atom of the thiolate must be spanned for the enzymatic
reaction to occur. Indeed, the large value reported for this
distance in the crystal structures5,23 (r1 ) 7 Å, Figure 1B)
has led to the formulation of the so-called “distances
paradox”2 for which two hypotheses have been suggested:
(1) Rotation of the first two isoprenoid subunits of the FPP,
so as to bring the reactive C1 atom closer to the thiolate,17,22,24

or (2) dissociation of the thiolate from the Zn2+ ion and its
subsequent approach to the FPP molecule.25 Interestingly, a
recent computational study has reported that the energy
barrier for the rotation of the first two isoprene subunits of
the FPP is lower than that of the dissociation of the thiolate
from the Zn2+ ion coordination shell, thus favoring the first
hypothesis.26

Three distinct hypotheses have been proposed concerning
the chemical step, all of which are based on various
experimental findings2 (Scheme 1). The first hypothesis
suggests an SN1-like, “dissociative” mechanism, in which a
stable carbocation is formed along the reaction pathway.
Importantly, kinetic studies27-29 have shown a significant
decrease of the reaction rate when different fluoromethyl FPP
analogues are used as ligands. This would be caused by the
destabilization of the carbocation intermediate, thus indicat-
ing an SN1-like mechanism for enzymatic activity. The
second hypothesis suggests an “associative” SN2-like mecha-
nism. This is supported by stereochemical studies that have
shown inversion of configuration during farnesylation,30 as
well as by an observation of a R-secondary kinetic isotope

effect that has shown a value near unity.31 Additional
evidence for an associative SN2-like mechanism comes from
a metal-substitution experiment: a 6-fold decrease in reaction
rate has been measured when the zinc ion has been
substituted by a cadmium ion in the FTase complex.29 In
fact, cadmium ions form stronger metal-ligand interactions
with thiolate than zinc ions.32 As a result, this causes a
decreased propensity for dissociation of the ligand (i.e., the

Figure 1. (A, Left Panel) A representative structure of the active site in the FTase/FPP/KCVIM ternary complex is shown. (B,
Right Panel) the detailed conformation in the active site. The reaction coordinate is indicated by r1, which is the distance between
sulfur anion S- and C1 carbon on FPP.

Scheme 1. Three Distinct Reaction Mechanisms for the
Farnesylation Reaction Have Been Proposeda

a (Upper) Associative mechanism. (Middle) Dissociative mecha-
nism. (Lower) Associative mechanism with dissociative character. R
) CH3 in the FTase/CH3-FPP/CaaX system, while R ) CF3 in the
FTase/CF3-FPP/CaaX system.

1658 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Ho et al.



nucleophile) from the metal, which would lead to an
associative interaction with FPP during the catalysis. There-
fore, the decrease of the reaction rate in the Cd-FTase
complex suggests an associative mechanism. Finally, a third
mechanism has been proposed by Fierke et al. to explain
the observation of both the nucleophilic and electrophilic
character20,24,29,33 of the reaction under study. In the Fierke
model, the enzymatic mechanism is proposed to have an
associative transition state (TS), with a dissociative character,
which suggests a hybrid of the first two mechanisms; the
main characteristic of this pathway is a modest dissociation
of the FPP diphosphate group during the early phase of the
nucleophilic attack of the zinc-bound thiolate on the FPP
molecule.

In view of the above scenario, a more detailed picture of
the reaction mechanism and its transition state would improve
our understanding of FTase enzymatic activity. Toward this
aim, we focus on the chemical step of the catalytic cycle
and present a computational study of the farnesylation
mechanism. Our computations employ classical molecular
dynamics (MD) and ab initio Car-Parrinello34 (CP) QM/
MM calculations. Based on the crystallographic structures,
two different systems have been used in this work: a complex
that includes the natural FPP substrate, and a second complex
that includes the trifluoromethyl-sutstituted FPP analogue,
CF3-FPP. Anticipating our results, we will see that, overall,
our findings fit the experimental data rather well and thus
provide additional insights into the nature of the farnesylation
reaction mechanism and its inhibition by fluoromethyl-FPP
analogues.

Methodology

Structural Models. A model of the FTase/FPP/CaaX
ternary complex was generated based on the X-ray structure
of Long et al.22 (PDB entry code: 1KZP, 2.1 Å resolution).
This farnesylated product contains the dephosphorylated FPP
molecule, the CaaX peptide formed by the KCVIM sequence
of amino-acids, and the FTase protein. One FPP molecule
was used to replace the dephosphorylated FPP. The FPP
molecule was added to the structural model in order to restore
the initial state of the ternary complex. In particular, the
diphosphate group was rotated to have a linear configuration
of O1-C1-S- atoms (Figure 1B), while the isoprenoid chain
matched the product form. The final model is consistent with
the active form proposed by Long et al.22

In order to study the electron-withdrawing effect of
fluoromethyl-FPP analogues, we replaced the CH3 group on
the first isoprenoid group with a CF3 group in the model
system. This CF3-FPP analogue represents the ligand used
by Dolence et al. for kinetic experiments.28

Molecular Dynamics. The FTase/FPP/CaaX ternary com-
plex was immersed in a rectangular box of TIP3P waters
(ca. 90 000 atoms in total). Classical MD was used to
equilibrate the system and provide a suitable system for the
subsequent QM/MM calculations. The AMBER force field
(ff99)35 was adopted for all standard residues, while RESP
charges36 were used for the Zn2+ ion, its ligands, and the
FPP molecule. In order to simulate the FPP substrate, we

adopted the parameters from Cui et al. for the isoprenoid
part of the FPP residue.37 After the initial setup, a 10 ns
MD trajectory was performed with the NAMD package.38

The Zn2+ tetracoordination configuration was restrained. Full
details of the set up procedure are reported in the Supporting
Information. The system reached convergence after the first
4 ns of dynamics (see Supporting Information). The relevant
distances in the complex and in particular the conformation
of the FPP substrate did not significantly change during the
multins time scale of the MD trajectory. The average distance
separating the carbon C1 and sulfur anion was 3.50 ( 0.20
Å. A representative snapshot, chosen from the equilibrated
part of the MD trajectory, was used for the following QM/
MM investigation.

QM/MM Dynamical Studies. The enzyme-catalyzed
reaction was investigated using the Car-Parrinello (CP) MD
version of the quantum mechanical (QM)/molecular mechan-
ics (MM) method,39 which has been proven to be an excellent
tool in investigating the reactivity of solvated biological
systems, including metalloenzymes.40-45 To this end, the
model system was divided in two parts: (1) the active site
region of the enzymatic complex, which was treated at the
QM CP level with the DFT-BLYP functional,46,47 and (2)
the remaining protein atoms and water, which were treated
at the classical MD level with the AMBER force field. The
use of the generally more reliable hybrid B3LYP48 functional
is unfortunately not possible for the present CP-MD simula-
tions because of prohibitively heavy computational cost
(about 2 orders of magnitude effort) associated with the use
of B3LYP in CPMD.

In detail, the QM part of the system includes the Zn2+

ion, the side chains of the coordinated residues (namely,
Asp297�, Cys299�, His362�), the cysteine residue of the
CaaX sequence, the diphosphate group and the first isoprene
subunit of the FPP substrate, the side chains of the surround-
ing hydrogen donor residues (namely, Lys164R, Arg291�,
Lys294� and Tyr300�), and one of the water molecules
around the Zn2+ coordination shell. In total, 101 atoms were
treated at the QM level (Figure 1B). A 25 Å × 20 Å × 20
Å supercell was used for the QM-CP system. The interaction
between the valence electrons and the ionic cores are
described with Troullier-Martins norm-conserving pseudo-
potenitals,49 and a 70 Ry cutoff energy was applied.
Simulations are carried out with a fictitious electron mass
of 1000 au and a time step of 5 au (0.121 fs). The adiabaticity
of the system was checked and assured (see Supporting
Information for details). The interactions between the QM
and MM regions are treated as in ref 39, and a rigorous
treatment of the electrostatic interaction is implemented as
in ref 50. The system was coupled with a Nosé-Hoover
thermostat at 500 cm-1 frequency to achieve constant
temperature simulations.51,52

The protocol of the QM/MM calculations includes an
initial equilibration of the MD starting configuration. First,
a short MD simulation was performed where the QM part is
kept frozen, while the MM part is free to move for ca. 500
steps. Then, the whole system is allowed to move and
gradually heat up to 300K in 1 ps. Finally, 1 ps of free QM/
MM CP-MD was performed in order to equilibrate the

Catalytic Pathway of Metalloenzyme Farnesyltransferase J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1659



system, and provide a configuration to initiate the subsequent
constrained QM/MM calculations. The enzymatic mechanism
was investigated using a reaction coordinate (RC) defined
as the distance between the two reactive atoms, namely the
carbon C1 on the FPP molecule and the S- anion on the
cysteine thiolate (Figure 1B). This RC was able to provide
a fair description of the mechanism of nucleophilic substitu-
tion. An alternative choice of RC, defined as the difference
between the length of the forming bond and that of the
breaking bond, was also chosen to describe the reaction
mechanism. Unfortunately, the latter RC failed to offer a
reasonable picture of the reaction pathway (see Supporting
Information for details).

So-called blue-moon ensemble simulations are performed
for the model systems.53 A constraint is applied at different
values of the RC, whereas all other degrees of freedom are
free to evolve. The catalytic reaction pathways are character-
ized in terms of (1) free energy profiles calculated using
thermodynamic integration;53 (2) variation of critical bond
lengths, averaged over the last 1.5 ps of each constrained
CP-MD QM/MM simulation; (3) variation of the electrostatic
potential (D-RESP)54 charges, calculated for all QM atoms
during the QM/MM simulations, on the fly, and averaged
over the last 1.5 ps of dynamics. Each step is simulated for
at least 3 ps, or until the force on the constraint is equilibrated
(i.e., the running averages over 1 ps windows varies less
than 6%). The free energy profile is obtained by integration
of the force profile. The error associated to each point of
free energy profiles is calculated by propagating the error
on forces at every step, using the propagation of error formula
for linear functions. The present estimates of the free
energies, based on these short ab initio CP-MD trajectories,
should be considered rather approximate. Ideally, longer
trajectories and several independent pathways should be
investigated for a more accurate estimation of the enzymatic
activation free energy, which unfortunately is not possible
with currently available computational resources.

Results and Discussion

FPP Peptide Farnesylation. The free energy surface
(FES) of the farnesylation reaction is computed using
constrained dynamics, as explained in Methodology. Struc-
tural changes during the reaction mechanism are described
in terms of averaged bond lengths. Twelve windows at
different values along the reaction coordinate (RC) are
considered in the interval [1.8, 4.0] Å. The RC is the
internuclear distance between atoms C1 and S- (r1 in Figure
1B), which represents the bond in formation. The dis-
tance between the atom C1 and the oxygen O1 of the
diphosphate (PPi; r2), namely the breaking bond, is instead
free, together with all the remaining degrees of freedom.

The shape of the resulting FES of the FTase reaction is
characterized by two minima, reactant (R) and product (P)
states, separated by a single transition state (TS) (Figure 2).
The local minimum in the R state is located around r1 ) 4.0
Å and r2 ) 1.52 Å. This structure is stable during a 2 ps
free CP-MD QM/MM trajectory, which is consistent with
the conformation produced by preparatory classical MD

(Figure 3). Simulations of the initial state R show a well-
structured H-bond network that stabilizes the FPP binding
conformation. Four amino acids are interacting with the
substrate, acting as H-bond donors: Lys164R, Arg291�,
Lys294�, and Tyr300�. This H-bond network is essential
for the stabilization of the PPi and its electrostatic counter-
balance.55 Specifically, �-PPi H-bonds to Lys164R (rH1 )
1.51 Å) and to Arg291� (rH2 ) 2.65 Å), while R-PPi H-bonds
to Lys294� (rH3 ) 1.73 Å) (represented as black lines in
Figure 3). Also, the O1 atom H-bonds to the hydroxyl group
on Tyr300� (rH4 ) 2.26 Å). This conformation of the active
site in our simulations shows high similarity with the results
previously reported from mutagenesis studies.24 Interestingly,
this H-bond network differs from that found in some X-ray
structures and mutagenesis studies5,23,56 of the inactiVe form,
where Lys164R and Arg291� interact with the R-PPi, while
Lys294� and Tyr300� interact with �-PPi. The Zn2+ metal
maintains its starting coordination with residues Asp297�,
Cys299�, His362�, and the cysteine thiolate from the CaaX
motif. The average bond lengths of this tetracoordination
compare well with the crystallographic ones: 2.08 Å (2.08
Å), 2.37 Å (2.21 Å), 2.14 Å (2.17 Å), and 2.35 Å (2.35 Å),
respectively, with the crystallographic data shown in the
parentheses.5

From R, we started to progressively decrease r1 so as to
approach the TS. Within [3.0, 4.0] Å interval no significant
structural changes are observed, and the conformation of the
farnesyl group, as well as the metal-ligand coordination,
remains essentially unchanged (Figure 4). At r1 ) 2.9 Å,
the distance between the thiolate and the Zn2+ metal ion
becomes slightly longer (d1 ) 2.35 Å at r1 ) 4 Å versus
2.39 Å at r1 ) 2.9 Å). Importantly, this event precedes the
nucleophilic attack of the thiolate on C1, while r2 increases
from 1.52 Å (R state) to 1.57 Å. Also, at r1 ) 2.9 Å,
resonance of bonds C1-C2 (r3) and C2-C3 (r4) starts to be
evidenced by structural changes: the bond C1-C2 (r3)
decreases from 1.50 Å to 1.45 Å, while bond C2-C3 (r4)
becomes longer, from 1.35 Å to 1.37 Å, and thus suggest
the approach of the TS region.

The TS region is located at 2.8 Å < r1 < 2.9 Å, in which
the averaged forces on the constraint are zero (Figure 2 and

Figure 2. Calculated free energy surface (FES) of the
farnesylation reaction. The FES obtained by using the FTase/
CH3-FPP/CaaX complex is shown in blue, while the one
obtained by using the FTase/CF3-FPP/CaaX complex is
shown in red. The transition state regions along the two
profiles are marked by colored rectangles.
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Figure 3). Here, d1 further elongates to 2.42 Å, indicating
that the thiolate is dissociating from the zinc ion and is
approaching C1. At this point, r2 spontaneously elongates
(3.48 Å in TS versus 1.52 Å in R), leading to the definitive
bond dissociation of r2 and the subsequent carbocation
formation. Then, the free PPi forms a stable hydrogen bond
network with Lys164R, Arg291�, Lys294�, and Tyr300�.

Here, we observe a modification of the H-bond network
around the PPi group, compared to that in R: Lys294� is
now H-bonding to the linking O atom (rH5 ) 2.34 Å) and
Tyr300� is H-bonding to the R-PPi (rH4 ) 1.74 Å), while
Lys164R and Arg291� still H-bond to �-PPi (rH1 ) 1.47 Å
and rH2 ) 1.88 Å). Overall, all H-bonds become shorter when
binding to the free PPi group, indicating a stronger electro-
static interaction. Also, r3 decreases its length further, from
1.45 Å to 1.40 Å, and r4 becomes slightly longer, from 1.37
Å to 1.39 Å. Although small in magnitude, the decreasing
of r3 together with the increasing of r4 suggest resonance of
the C1-C2 and C2dC3 bonds in the TS region, which
indicates the likely formation of the carbocation on C1.
Nevertheless, we did not observe in the simulations a stable
intermediate state in this region, indicating that a stable
isolated carbocation is missing. Although we cannot defi-
nitely rule out the presence of such a stable intermediate,
our findings suggest a reaction with an SN2-like mechanism
having a rather dissociative character, in agreement with the
mechanism proposed by Fierke et al.24,29 Also, our results
are further confirmed by a recent study of Lenevich et al.,
who have proposed a similar TS structure of a nonenzymatic
reaction, based on computational calculations and kinetic
isotope effect (KIE) studies of yeast FTase.57 Finally, we
point out that solvent water molecules do not seem to play
an active role in the catalysis. In fact, there are few water
molecules surrounding these two reactive atoms (C1 and S-)
at the TS region. Specifically, no water molecules are found
within a 3 Å sphere centered on these two atoms, and only
three within a 5 Å sphere, during catalysis.

After r1 ) 2.8 Å, the force on the constraint changes sign,
indicating that the system is evolving toward the P state
(Figure 3). The constraint is released after 3 ps of CP-MD
QM/MM simulation at r1 ) 2.8 Å and a stable product
structure is formed. Here, r1 ) 1.9 Å, while r2 ) 3.48 Å.

Figure 3. Selected snapshots taken from the reactive pathway of the farnesylation reaction. The metal-ligand coordination is
indicated by blue lines. Hydrogen bonds are indicated by black lines. (R) Starting structure of the FTase/CH3-FPP/CaaX complex.
The Zn2+-coordinated thiolate plays a role as a nucleophilic group; (TSa) selected structure at the transition state (r1 ) 2.8 Å)
after 0.35 ps of dynamics. Here a modest dissociation of C-O bond (r2), and a resonance of C1-C2 and C2dC3 bonds are
observed. This points to a fairly dissociative character at the transition state; TSb) selected structure at the transition state (r1 )
2.8 Å) after ∼3 ps of dynamics. Now the diphosphate group dissociates completely from the farnesyl group; (P) the final product
of the reaction is shown, where the new bond (C-S) is fully formed, indicating completion of the catalytic action.

Figure 4. Selected average bond distances (label are
indicated in Figure 1B) of the active site in the FTase/FPP/
CaaX ternary complex along the investigated reaction path-
ways. (Upper Panel): FTase/CH3-FPP/CaaX ternary complex.
(Lower Panel): FTase/CF3-FPP/CaaX ternary complex. The
transition states are marked by colored rectangles.
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The final structure agrees well with the crystallographic
results;22 rmsd ) 1.8 Å for the entire protein backbone and
0.7 Å for the active site residues. Moreover, the Zn2+ ion
still maintains its coordination with Asp297�, Cys299�, and
His 362�, and distances compare well with the crystal-
lographic data shown in square brackets:22 2.03 [2.06] Å,
2.32 [2.27] Å, and 2.11 [2.18] Å, respectively. On the other
hand, d1 is now longer than in R (2.52 [2.66] Å in P22 versus
2.36 Å in R), indicating that the formation of r1 weakens
the Zn2+-S coordination, likely induced by a weaker charge
interaction as discussed below in Charge Evolution during
Catalysis.

CF3-Substituted FPP Peptide Farnesylation. Fluorine
substitutions on one methyl group of the alkyl chain of the
FPP substrate have been studied to clarify the farnesylation
reaction mechanism. The reaction rate drastically decreases
when FPP analogues (CF3-FPP) are used as substrates (from
770-fold28 up to 3000-fold29). This indicates that the trif-
luoromethyl group hinders the reaction and increases its
energy barrier, suggesting a possible electrophilic mecha-
nism. In order to investigate this hypothesis, we generated
an FTase/CF3-FPP/KCVIM complex within the present CP-
MD QM/MM protocol. The setup employed for the QM
system is identical to the wild-type study. Also, the procedure
to define the FES remains the same.

With this analogue system, the FES shows two minima,
reactant (R′) and product (P′) states, and one transition state
(TS′). The R′ state is stable around r1 ∼ 4.0 Å, as for the
wild-type system (Figure 2). The catalytic site contains a
large hydrophobic cavity that can easily accommodate the
CF3-FPP analogue; the diphosphate group forms a stable
hydrogen bond network with Lys164R, Lys294�, and
Tyr300�. In details, Lys164R H-bonds to �-PPi (rH1 ∼ 1.96
Å), Lys294� interacts both with R-PPi (rH3 ∼ 1.76 Å) and
� PPi (rH6 ∼ 1.96 Å), and Tyr300� H-bonds to O1 atom
(rH4 ∼ 2.02 Å). Here, we could not observe an H-bond
between Arg291� and PPi; this distance is larger than 3.5
Å. Overall, the Zn2+ tetracoordination is consistent with that
in the wild-type system.

The structural conformation at the R′ state is maintained
from r1 ) 4.0 Å to 2.7 Å. The active site structure, including
the farnesyl group and the metal-ligand coordination, does
not change within this r1 interval. The cysteine thiolate
coordination to the Zn2+ ion is maintained as shown by d1,
which does not change much (∼2.41 Å in R′). Conversely,
r2 changes from 1.50 Å at r1 ) 4.0 Å to 1.61 Å at r1 ) 2.7
Å, reproducing the same trend as in the wild-type system,
but with a larger amplitude. Unlike the resonance event we
observed in the wild-type system, where r3 and r4 moderately
change at r1 ) 2.9 A, here r3 and r4 do not show significant
changes (the differences between r3 and r4 is ∼0.01 Å at r1

) 4.0 Å and r1 ) 2.7 Å). This indicates that the fluorine
substitutions on the methyl group hinder the resonance effect
and destabilize the possible formation of a carbocation.

The TS′ region is located at 2.6 Å < r1 < 2.7 Å, where the
averaged forces on the constraint are zero within the
statistical error. Compared to the wild-type system, the TS′
region is shifted by 0.2 Å. As for the wild-type, we could
not observe a stable intermediate state. In terms of structural

changes, d1 is 2.50 Å, showing that the nucleophile is actually
approaching C1. Concomitantly, the r2 bond spontaneously
breaks (3.41 Å, Figure 4). This clearly indicates the dis-
sociation of the C-O bond. Also, r3 decreases to 1.43 Å
and r4 elongates to 1.37 Å. This evidences a resonance
structure that is similar to the wild-type case. At the same
time, the dissociated PPi group forms H-bond interactions
with Lys164R, Lys294�, and Tyr300�. Now the rH1 ) 1.77
Å, rH3 ) 1.87 Å, rH6 ) 1.64 Å, and rH4 ) 1.63 Å. Only rH3

is slightly longer than in R′, whereas the rest of the values
are shorter than in R′.

At r1 ) 2.6 Å, the force on the constraint changes sign,
indicating that the system is falling into the P′ well. The
constraint is then released, and the system freely falls into
the product well. The average bond length of C1-S is 1.9
Å. In the P′ region, the dissociated phosphate group continues
to form a hydrogen bond network with the surrounding
residues Lys164R, Lys294�, and Tyr300�. Arg291� does
not play a role of H-bond donor, as previously observed.
The conformation of the CF3-FPP-farnesylated KCVIM
peptide and the structure of the metal ion coordination match
the crystallographic structure of the nonsubstituted product.22

Charge Evolution during Catalysis. Both reaction path-
ways can be monitored through charge variations of relevant
molecular moieties, as reported in Figure 5. The D-RESP
atomic charge54 was assigned to each QM atom, based on
the electrostatic potential in the CP-MD QM/MM simulation
computed on the fly.

In the wild-type system, at the initial state R, charge
transfer effects occur at the metal-ligand coordination
sphere: Zn2+ metal ion (q ) +0.16 in units of electron
charge) accepts electron density from Asp297�, Cys299�,

Figure 5. Profile of the ESP charge distribution on the active
atoms and groups (labels of atoms/groups are indicated in
Scheme 1) in the active site along the investigated reaction
pathways. (Upper panel): FTase/CH3-FPP/CaaX ternary com-
plex; (Lower Panel): FTase/CF3-FPP/CaaX ternary complex.
The transition states are marked by colored rectangles.
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His 362�, and cysteine thiolate (q ) -0.53 on the S- anion).
Also, the C1 atom is virtually neutral (q ) -0.01) and both
C2 and C3 atoms are negative (q ) -0.15 and q ) -0.09,
respectively). A high electron density located on the PPi
group reflects its negative charge (q ) -2.20) and is
stabilized by the H-bond interactions that involve the PPi
group. At r1 ) 2.9 Å, the cysteine thiolate gains electron
density (q ) -0.57) due to its partial dissociation from the
metal ion. This shows the nucleophilic character of the
thiolate. Here, PPi does not dissociate yet and the local
electron density remains the same. At the TS region, PPi
spontaneously dissociates and gains electron density (q )
-2.76). Meanwhile, the decrease of electron density on
C2dC3 bond is concomitant with the neutralization of the
charge of C1 and C3 atoms: this evidences a resonance
structure formed by C1, C2, and C3 atoms in TS, which is
also supported by structural changes discussed earlier (i.e.,
change of r3 and r4 lengths). In particular, the resonance
structure shows a partial positive charge transferred on these
three atoms (q ) -0.24 at R to -0.15 at TS). This finding
supports a dissociative character with partial positive charge
formed in the TS region. Moreover, a charge transfer occurs
between the thiolate (q ) -0.25) and the C1 atom (q )
-0.03), showing that the forming positive charge is shared
between C1 and S- and therefore indicating that the thiolate
is attacking the C1 atom. The calculation of the electron
localization function58 (ELF) also shows that a covalent bond
between the sulfur anion and the carbon atom C1 (Figure 6)
starts to form at the TS region. This explains the decrease
of the negative charge on the nucleophile. The observation
of the resonance of bond r3, r4, together with the calculation

of the atomic charge and ELF calculation, reveals that the
reaction mechanism is either a pure associated or a dissoci-
ated mechanism. The structural and electronic property of
the transition state in our QM/MM simulation suggests that
a weak covalent bond forms between C1 and S-. At the same
time, the resonance of the group C1, C2, and C3 stabilize the
forming partial positive charge, which is due to the dissocia-
tion of the diphosphate group. Interestingly, this result is
similar to several experimental findings that support a
mechanism like the one described above.20,24,29,33 In P, the
thiolate loses electron density while the r1 progressively
decreases, and the atomic charge on S- anion becomes q )
-0.03 at the final point. This indicates that the thiolate now
is bound to C1 and coordinated to the Zn2+ at the same time.
Also, C1 gains electron density from the thiolate and the
charge becomes q ) -0.13. Finally, C2 and C3 gain back
electron density, although to a lesser extent compared to that
in R (q ) -0.13 and -0.07, respectively).

The charge distribution along the reaction in the fluorinated
system is virtually identical to that in the wild-type. In R′,
the electron density on C1 and C2 (q ) 0.00 and -0.11,
respectively) is similar to that in the wild-type system. Also,
C3 gains electron density from the nearby triflouromethyl
group (q ) -0.16). The charge distribution does not change
when r1 decreases from 4.0 Å to 2.7 Å. It is worth noting
that upon reaching TS′, the electron density on C1, C2, and
C3 does not change significantly (q ) -0.27 to q ) -0.23).
This finding might be explained by the electrostatic effect
of the CF3-FPP. Finally, in the P′ state, the farnesylated
cysteine thiolate still binds to the zinc ion and the charge on
the sulfur anion is q ) -0.08, similar to the wild-type
system. Therefore, the main difference between TS and TS′
states is the charge distribution, where the C1, C2, and C3

resonance group shows less positive charge in the fluorinated
system. This possibly destabilizes the transition state and
thereby induces the observed increase of the energy barrier.

Energetics of the Enzymatic Reactions. The free energy
profile of different systems (FPP-KCVIM peptide and CF3-
substituted FPP-KCVIM peptide) are computed by thermo-
dynamic integration of the constrained forces along the RC,
as described the Methodology and plotted in Figure 2. The
free energy barrier in the wild-type system is 10.8 ( 1.0
kcal/mol and 17.2 ( 1.0 kcal/mol in the CF3-FPP system.
Based on transition state theory, the reaction rate in the wild-
type system is approximately 4 orders of magnitude faster
than that in the fluorinated one. Given the uncertainty related
to the calculated free energies and the fact that different CaaX
motifs (CVLS29 and CVIA28) were adopted in the experi-
mental measurement, this result agrees fairly well with
experimental data,28,29 which report that the reaction rate
for the CF3-FPP system is slower than the wild-type by 3 to
4 orders of magnitude.

The experimental reaction rate is 0.017 s-1 in an FPP-
GCVLS peptide system29 and is 0.0026 s-1 in FPP-TKCVIF
peptide system,59 values that correspond to a barrier of 20.0
and 21.1 kcal/mol, respectively. These experimental values
actually refer to the complete catalysis, the physical step (i.e.,
the conformational change of FPP) followed by the chemical
step (i.e., the farnesylation reaction), while this study is

Figure 6. The calculated electron localization function (ELF)
plot of the active site in the reagent state (upper) and the
transition state (lower). The contour profiles are drawn through
the plane of the O1 and C1 atoms the and S- anion.
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focused only on the latter. Thus, a direct quantitative
comparison of experimental and theoretical enzymatic activ-
ity is difficult. Nevertheless, it is worth mentioning that a
recent DFT study, which was carried out with a different
procedure compared to the one applied herein, has reported
that the cost of bringing the two reactive groups close to
each other to overcome the physical step barrier is 10 kcal/
mol.26 If one assumes that the two steps (physical and
chemical) are additive, then there seems to be good agree-
ment between the computed and experimental barriers. The
possibility that the barriers of the physical and chemical steps
are additive is suggested by the lack of the “intermediate”
state in the active reagents, as evidenced by several experi-
mental findings such as spectroscopy studies and crystal-
lographic data.2,22 This might indicate that, between the
physical and chemical steps, the potential minimum is either
missing (fully additive barriers) or relatively small. At this
point, however, this rough comparison is somewhat specula-
tive. Time-consuming accurate calculations on the physical
step with the present methodology are currently in progress
that will allow a correct comparison of the calculated
enzymatic barrier with the experimental values.

The shape of the FES of the chemical step shows that the
enzymatic reaction essentially follows an associative mecha-
nism (i.e., no intermediate), where the TS is located between
r1 ) 2.8 Å and 2.9 Å. We observe a significant resonance
structure involving C1, C2, and C3 atoms, together with a
complete dissociation of the phosphate group at the TS
region, which however does not lead to the formation of a
stable intermediate. This can be explained by examining the
structure, charge distribution, and the ELF plot at the TS
region. As already mentioned in the previous section, a
charge transfer occurred between the two reactive atoms, C1

and S-. This indicates that the cysteine thiolate is interacting
covalently with C1 during the nucleophilic attack, in the TS.
Therefore, though we observe dissociative characteristics
along this reaction pathway, the overall chemical step should
not be classified as a pure SN1 mechanism.

The fluorinated system generally follows the same pattern,
except from the fact that the TS′ is at r1 interval [2.6, 2.7]
Å, where less resonance effects are observed. The free energy
cost to bring r1 from 4.0 Å to 2.8 Å is the same as that in
the wild-type system, showing that the substitution of the
methyl side chain on FPP does not introduce additional steric
effects. Instead, the TS′ state is destabilized due to the
electron-withdrawing effect of the trifluoromethyl group and
therefore results in a higher free energy barrier and a late
TS event. This phenomenon is consistent with the observed
structural information and charge transfer effect.

Conclusion

FTase has become a popular research subject since the
discovery of the relation between its oncogenesis peptide
substrates and the development of human cancers. To date,
many potential FTase inhibitors have been extensively
developed and showed encouraging preclinical results.60

Some, such as tipifarnib and lonafarnib, were tested in human
clinical trials.61-64 Moreover, recent studies point out that
FTase inhibitors, originally considered only as anticancer

agents, show promising effects in treating malaria.65-68 As
a result, FTase is currently a target in drug discovery and
development.

Numerous crystallographic and kinetic studies have been
performed for FTase, and different catalytic reaction path-
ways have been proposed. In this article, we have presented
an investigation of the mechanism and energetics of the
enzymatic reaction catalyzed by the FTase. In addition, the
inhibitory effect of fluorinated substrate has been investi-
gated, using a substrate analogue constituted by a CF3-FPP.

The present simulations indicate the enzymatic reaction
occurs via the so-called “associative mechanism with dis-
sociative character”, in agreement with the proposed models
based on experimental data.29,33,57 We observe a resonance
structure in the TS region, which is concomitant with the
formation of a metastable carbocation. Charge transfer effects
along the reaction pathway confirm the resonance structure
in the TS region. Nevertheless, no stable intermediate is
found during the catalysis, suggesting a single-step mecha-
nism. Inversion of configuration of the carbocation is also
observed, in agreement with an SN2-like mechanism. The
dissociative character is explained by the fairly long length
of the bond in breaking (3.5 Å) in the transition state, while
the bond formation has a value of 2.8 Å.

The free energy for the chemical step of the catalysis is
10.8 ( 1.0 kcal/mol. Interestingly, fluorine substitution of
FPP (CF3-FPP) increases the energy barrier to 17.2 ( 1.0
kcal/mol, in agreement with the experimental measure-
ments28,29 despite the fact that the reaction mechanism
remains similar to that found with the FPP substrate. Charge
transfer effects inducing destabilization of the carbocation
formation in the CF3-FPP reaction mechanism is the major
reason for the increase of the barrier: the electron-withdraw-
ing fluorine atoms hindered the reaction, leading to a higher
energy for the transition state.

In summary, through the use of CP-MD QM/MM com-
putations, we have proposed a picture of the FTase reaction
mechanism and shed light on the inhibitory effect of fluorine
substituents of the FPP substrate. The present description of
the transition state conformations along the catalytic path-
ways might be helpful in the design of selective FTase
inhibitors.
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K.; Hornéy, C. P.; Pendyala, P. R.; Floyd, D.; Lombardo, L. J.;
Williams, D. K.; Hamilton, A.; Sebti, S.; Windsor, W. T.;
Weber, P. C.; Buckner, F. S.; Chakrabarti, D.; Gelb, M. H.;
Van Voorhis, W. C. J. Med. Chem. 2005, 48, 3704–3713.

(68) Olepu, S.; Suryadevara, P. K.; Rivas, K.; Yokoyama, K.;
Verlinde, C.; Chakrabarti, D.; Van Voorhis, W. C.; Gelb,
M. H. Bioorg. Med. Chem. Lett. 2008, 18, 494–497.

CT8004722

1666 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Ho et al.



Thermochemical Fragment Energy Method for
Biomolecules: Application to a Collagen Model Peptide
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Abstract: Herein, we first review different methodologies that have been proposed for computing
the quantum mechanical (QM) energy and other molecular properties of large systems through
a linear combination of subsystem (fragment) energies, which can be computed using
conventional QM packages. Particularly, we emphasize the similarities among the different
methods that can be considered as variants of the multibody expansion technique. Nevertheless,
on the basis of thermochemical arguments, we propose yet another variant of the fragment
energy methods, which could be useful for, and readily applicable to, biomolecules using either
QM or hybrid quantum mechanical/molecular mechanics methods. The proposed computational
scheme is applied to investigate the stability of a triple-helical collagen model peptide. To better
address the actual applicability of the fragment QM method and to properly compare with
experimental data, we compute average energies by carrying out single-point fragment QM
calculations on structures generated by a classical molecular dynamics simulation. The QM
calculations are done using a density functional level of theory combined with an implicit solvent
model. Other free-energy terms such as attractive dispersion interactions or thermal contributions
are included using molecular mechanics. The importance of correcting both the intermolecular
and intramolecular basis set superposition error (BSSE) in the QM calculations is also discussed
in detail. On the basis of the favorable comparison of our fragment-based energies with
experimental data and former theoretical results, we conclude that the fragment QM energy
strategy could be an interesting addition to the multimethod toolbox for biomolecular simulations
in order to investigate those situations (e.g., interactions with metal clusters) that are beyond
the range of applicability of common molecular mechanics methods.

Introduction

The idea of representing the total energy of a large molecule
as a combination of fragment energies has been considered
for decades. To better appreciate their similarities and
differences, we will first review several computational
approaches for combining fragment energies that have been
developed during recent years. We note, however, that other
linear-scaling methodologies1,2 aimed at construction of the
full density matrix of a large system from the fragment
density submatrices are beyond the scope of this paper. Thus,

we will discuss first the methods based on the multibody
expansion approach and other closely related methods that
include implicitly high-order many-body effects into frag-
ment energies using various approximations. We will also
comment on the so-called kernel energy method that turns
out to be essentially a multibody expansion method. Sub-
sequently, we will review other methods that approximate
the quantum mechanical energy of large systems by combin-
ing fragment energies on the basis of intuitive and/or
thermochemical argumentations. Although we will see that
these thermochemically based protocols can be considered
as truncated forms of the more general multibody expansion
method, they are conceptually simpler and can be readily
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applicable using many computational tools at a moderate
computational cost. In fact, we will formulate yet another
variant of the thermochemical fragment energy methods that
could be particularly useful to compute the energies of large
biomolecular systems. Finally, as a real case application of
the proposed method, we will combine fragment-based
quantum chemical energies with molecular mechanics and
standard quantum chemical calculations in order to compute
the relative free energy of the triple-helical form of a collagen
model peptide with respect to its monomer state.

Multibody Expansion Method. The so-called cluster
expansion method3 has been developed in the framework of
solid-state chemistry in order to represent the total energy
of an atomic crystal as a linear combination of the charac-
teristic energies of clusters of atoms over a fixed lattice. The
coefficients in the cluster expansion are computed using
quantum mechanical energy calculations of a few prototype
structures. However, the so-constructed functions are not
transferable, i.e., they cannot be used for each conceivable
configuration of the system. Subsequently, the multibody
expansion (MBE) method, also called N-body potentials, or
otherwise, cluster potentials, has been developed as a more
refined version of the cluster expansion technique.4 The MBE
method evaluates the total energy as a summation of energies
corresponding to isolated atomic clusters extracted from the
global structure so that they include systematically two-,
three-, and N-body effects. More recently, it has been
demonstrated that the MBE approach can be generalized for
an arbitrary system, whose energy can be uniquely evaluated
using series of structure-independent, perfectly transferable,
many-body potentials.5 In this general MBE formalism, the
total energy of an M-particle system (composed of atoms,
molecules, or molecular fragments linked covalently) can
be expressed as EM(A1, A2, ..., AM), where Ai ) {Ri, σi} has
the information about the coordinates (Ri) and the type (σi)
of the i particle. Since the ordering of the M particles is
arbitrary, the functional form of EM must be such that EM is
invariant to any permutation Ai T Aj.

Representing the total energy by an expansion of a series
of N-order (or N-body or N-fragment) energy contributions
E(N), we have

EM(A1, A2, ..., AM) ) ∑
N)1

M

E(N)(A1, A2, ..., AM) (1)

where, in turn, the E(N) terms can be computed from a
multiple summation of N-order interaction potentials

E(N) ) ∑
m1<...<mN

M

V(N)(Am1
, Am2

, ..., AmN
) (2)

where the sum ∑m1 <...<mN
M V(N) runs over all possible combina-

tions {m1, ..., mN} ∈{1, ..., M}.
Note that eqs 1 and 2 express the total energy E in terms

of N-order potentials. In practice, however, one needs to
compute the V(N) potentials from energy calculations per-
formed on different subsystems. The general relationship
between V(N) and subsystem energies can be obtained through
a Möbius inversion as defined in number theory.5 The general
result is

V(N)(A1, A2, ..., AN) ) ∑
L)1

N

(-

1)N-L ∑
m1<...<mL

N

E(Am1
, Am2

, ..., AmL
)(3)

In the above equation, E(Am1
, Am2

, ..., AmL
) stands for the

energy of a cluster composed by L fragments labeled by the
(m1, m2, ..., mL) indices. In fact, eq 3 constitutes a unique
definition of the N-order interaction potential V(N), which is
structure independent because this equation does not carry
any information about the environment of the subsystems.5

The actual significance of eq 3 can be more easily grasped
by deriving the first terms of the N-order expansion leading
to the total energy. Thus, the sum of the first-order potentials
is just the sum of the energies of the isolated fragments

E(1) ) ∑
m1)1

M

V(1)(Am1
) ) ∑

m1)1

M

E(Am1
) (4)

For the second-order contribution, which can be interpreted
as the excess energy due to pair interactions, we obtain

E(2) ) ∑
m1<m2

M

V(2)(Am1
, Am2

) ) ∑
m1<m2

M

[E(Am1
, Am2

) -

E(Am1
) - E(Am2

)] (5)

and, of course, EM ≈ E(1) + E(2) defines the well-known
pairwise additive approximation to the total energy. Analo-
gously, the three-body E(3) contribution, which collects the
V(3) potentials, is the additional energy due to three-body
effects, and that cannot be assessed from a two-body
representation

V(3) ) ∑
m1<m2<m3

M

[E(Am1
, Am2

, Am3
) - E(Am1

) - E(Am2
) -

E(Am3
)

- V(2)(Am1
, Am2

) - V(2)(Am1
, Am3

) - V(2)(Am2
, Am3

)] (6)

Finally, it may be interesting to note that the MBE equations
can be rewritten in terms of the so-called mutual information
functions (MIFs),6 which have been used to compute the
configurational entropy of flexible molecules. Thus, the MIF
expansion approaches the full-dimensional configurational
probability distribution by including systematically N-order
correlations among the internal degrees of freedom; likewise,
the successive V(N) potentials include the N-order effects on
the total energy. Similarly, the energy of a system composed
of M arbitrary fragments can be expanded using the MIFs
in the following form

EM(A1, A2, ..., AM) ) ∑
i)1

M

E(Ai) - ∑
m1<m2

M

I2(Am1
, Am2

) + ... +

(-1)N-1 ∑
m1<...<mN

M

IN(Am1
, ..., AmN

) (7)

where the mutual information function IN(Am1
, ..., AmN

)
combines the energies of all the clusters formed by N
fragments
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IN(Am1
, ..., AmN

) ) ∑
L)1

N

(-1)L+1 ∑
m1<...<mL

N

E(Am1
, ..., AmL

) (8)

Note that the mathematical form of the MBE and MIF
expressions are identical due to the fact that (-1)N-L ≡
(-1)N+L.

Kernel Energy Method is an MBE Method. At this
point, it is convenient to simplify the notation used in the
MBE equations by replacing E(Am1

, Am2
, ..., AmL

) (the energy
of the subsystem with L fragments) with Eijk... (the energy
of the subsystem composed of the i, j, k, ... particles or
fragments). In this way, the pairwise additive approximation
for a system composed of a total of M fragments can be
written as

EM ) ∑
i)1

M

Ei + ∑
i)1

M

∑
j)i+1

M

(Eij - Ei - Ej) (9)

In recent years, the so-called kernel energy method (KEM)
has been utilized to compute the quantum mechanical (QM)
energy of large biomolecules7-11 by representing a full
molecule by smaller kernels of atoms (i.e., fragments Ai).
The majority of the KEM applications that have been
reported to date compute the total energy “by summation
over the energy contributions of all double kernels reduced
by those of any single kernels, which have been overcounted
in the sum over double kernels”,8 that is, by means of the
following expression

EM ) ∑
m)1

M-1

( ∑
i)1

M-m

Ei,i+m) - (M - 2) ∑
i)1

M

Ei (10)

However, it can be easily demonstrated (see Supporting
Information) that the original KEM energy formula is
equivalent to the MBE pairwise additive approximation.

Several KEM applications on biomolecules have been
reported in which the dangling bonds of the molecular
fragments are saturated with hydrogen atoms before carrying
out the corresponding fragment energy calculations. How-
ever, the presence of the H-link atoms introduces an error
in the computation of the total energy given that the validity
of the MBE equations requires that only the actual fragments
are considered in the calculations. Nevertheless, if the
fragments are large enough and the total number of fragments
is relatively low, the associated error can be reasonably small.
Of course, the H-link error can be further reduced by
including higher order MBE terms given that these terms
progressively account for the environment of each fragment
by considering larger and larger clusters of fragments. This
has been done in a recent article in which the KEM equation
is expanded up to fourth order11 through a cumbersome
derivation that follows an MBE recipe employed in a former
study of water clusters.12

Electrostatically Embedded MBE Methods. In principle,
the pairwise additive approximation defined by eq 9 is not
enough to accurately compute the total energy of complex
systems. Unfortunately, the calculation of higher order MBE
terms is extremely expensive in terms of computer time. In
order to overcome the limitations of second-order method-
ologies at a reasonable computational cost, some authors

proposed to compute the energies of the individual fragments
(Ei) and fragment pairs (Eij) taking into account the electro-
static field of the rest of the system.13-18 For example, in
the fragment molecular orbital (FMO) method, the energies
of the different fragments are computed by iteratively solving
effectiVe fragment Hamiltonians that include the electrostatic
effects from the electrons in the surrounding (M - 1)
fragments as well as from all nuclei in the total molecule.14,19

The resulting FMO energies are then combined using MBE
equations of order 2 or 3 to derive the total energy. A similar
alternative for noncovalently connected fragments is the elec-
trostatically embedded many-body expansion (EE-MBE).16-18

The energy of each cluster is calculated in the presence of the
electric field due to the fixed partial atomic charges of the
surrounding fragments. A significant improvement in the
electrostatically embedded second- and third-order energies
for a series of water clusters is found when compared with
the results of standard MBE calculations.16

Molecular Tailoring Approach. The so-called molecular
tailoring approach (MTA)20 divides the total system into
oVerlapping fragments and subsequently estimates the total
energy by summing the fragment contributions and then
subtracting the energies of fragment intersections. This means
that interactions between nonoverlapping fragments are
neglected in the MTA method and that each fragment
intersection formally accounts for N-body effects to the total
energy, with N being the number of overlapping fragments
at the particular intersection. This strategy is somehow
equivalent to employing localized multibody expansions, and
therefore, the MTA approach can be considered as a flexible
MBE method. The MTA method can also compute one-
electron properties of the full system by combining the
fragment density matrices into a single density matrix for
the whole system.21

Molecular Fractionation with Conjugate Caps. The so-
called molecular fractionation with conjugate caps (MFCC)
scheme also estimates the total energy of large systems from
calculations performed on fragments. The MFCC method
was originally designed to compute the QM interaction
energy between a protein and a small ligand,22 but this
method has been expanded to predict the total energy of
protein molecules.23 In this approach, the protein is divided
into fragments Ai ) (-CRHRi-CO-Ni+1H-), with Ri being
the side chain of the i amino acid residue and Ni+1 is the
backbone N atom of the (i + 1) amino acid. Instead of H-link
atoms, two “conjugate caps”, NH2- and -CRH2Ri+1, are
placed at the corresponding CR,i/Ni+1 atoms to saturate the
exposed valence sites of each fragment Ai. The total energy
of an M-residue protein molecule is first approximated by
summing the energies of the (capped) fragments and then
subtracting the energies of the NH2-CRH2Ri+1 conjugate
caps. This first-order approximation is then corrected ad hoc
by adding a second-order term (δE(2)) that accounts for the
pairwise interaction energy between non-neighboring frag-
ments. The final MFCC expression is

EM ) [E(A1 - CRH2R2) + ∑
i)2

M-1

E(NH2 - Ai -

CRH2Ri+1) +
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E(NH2 - AM)] - [ ∑
i)1

M-1

E(NH2 - CRH2Ri+1)] + δE(2)

(11)

To compute the δE(2) contribution, the fragments are capped
with H-link atoms as in the KEM scheme. Alternatively,
another variant of the MFCC method has been proposed that
uses only fragment energies, which are computed in the
presence of the electrostatic field created by point charges
representing the non-neighboring residues.24

Systematic Molecular Fragmentation. As we will see
later, the MFCC expression11 can be justified by means of
simple thermochemical arguments on the basis of formal
fragmentation processes of the protein system. In fact, the
thermochemical approach for computing the fragment-based
energy of large molecules has already been explored systemati-
cally by Collins et al.25 The basic reasoning behind the
generalization proposed by Collins et al. is summa-
rized in Scheme 1, which shows a generic molecular system
composed of three fragments (A1-A2-A3) that can be formally
broken through three different fragmentation processes.

The key approximation in the protocol of Collins et al. is
that the reaction energy for the total fragmentation of
A1-A2-A3 (∆EF1-2-3) is estimated as the sum of the reaction
energies corresponding to the two single-fragmentation
processes (i.e., ∆EF1-2 + ∆EF2-3). The straightforward
consequence of this approximation is that the energy of the
total system can be expressed as a combination of the
energies of the three smaller subsystems

E123 ) E12 + E23 - E2 (12)

In principle, Collins et al. employ both chemical topology
and computer cost considerations in order to choose the best
site at which a large molecule is cut so that the resulting A2

fragment is (a) large enough to reasonably neglect the
interaction between A1 and A3 and (b) simultaneously small
enough to compute the energy of the A1-A2H fragment using
high-level QM methods. If the accompanying HA2-A3

fragment is too large, the fragmentation protocol defined in
Scheme 1 is then applied iteratively until all the produced
fragments can be described quantum mechanically. Ulti-
mately, this thermochemical approach results in the total
energy being approximated by a linear combination of
fragment energies, whose precise form depends on the nature
of the chemical system and on the chemical topology and
computer cost considerations. Like in the MFCC method,
the systematic fragmentation technique can be augmented
with a nonbonded energy correction by computing the
interaction energy between two nonchemically bonded frag-
ments if their separation is below a certain threshold.25

Comparison of the Different Methods. Although largely
unnoticed in some of the previous works, the MBE formalism
provides the general framework for developing computational
strategies aimed at the evaluation of the total energy of large
systems from subsystem (fragment) energies (see Scheme 2).
Thus, the FMO method, the various KEM formulas, and the
MFCC expression with pairwise interactions can be classified
as MBE techniques that include N-body effects through frag-
ment energy calculations. Similarly, the systematic fragmenta-
tion method of Collins et al. can be generated directly from the
MBE expansion by neglecting all the MBE interaction potentials
beyond second order and using an additional chemical topology
criterion to neglect a large number of second-order contributions.
We can also see in Scheme 2 that inclusion of the H-link atoms
to cap the exposed valence sites of the fragments extracted from
a covalent system makes the Collins’ fragmentation method
nearly identical to the simplified version of the KEM method
in which only the chemically bonded double kernels are
considered.8 Thus, once a fragmentation scheme has been
applied, the same energy terms are actually computed in the
two methods. Similarly, the systematic fragmentation proposed
by Collins et al. encompasses the effective MFCC in which
only fragment energies are considered. On the other hand, the
MFCC method can be considered as a particular case of the
MTA formalism given that the MFCC-capped fragments are
equivalent to the MTA overlapping fragments and the MFCC
conjugate caps would correspond to fragment intersections in
the MTA approach. However, while the MFCC fragments are
built to make simple overlaps (i.e., each atom can only be part
of one or two fragments), the MTA method admits more
complex fragment overlaps among N fragments. These and
other interrelationships show that in general fragment energy
methods assume a similar ansatz.

Goals of the Present Work. In principle, the ability to
perform on a routine basis fragment energy calculations on large
biomolecules could be very useful to predict their energetic
properties using high-level QM methodologies. Fortunately,
previous test applications have shown that high-order MBE
contributions contain many more energetic terms than those that
are actually required to derive the total energy from fragment
energies within a reasonable accuracy. In this way and taking
into account that proteins and nucleic acids are linear polymers
that exhibit many repetitive secondary structural motifs, we
believe that a thermochemical approach complemented with a
distance-based criterion is probably the best option to formulate
a linear scaling fragment-based energy method for biological
molecules. This approach, which can be considered as a
thermochemical truncation of the multibody expansion, is also
computationally advantageous because the required energetic
terms can be easily computed using standard methodologies.
Another advantage of the thermochemical framework is that
the successive fragmentation energies involved in the formal
degradation of the biomolecule can be computed taking into
account the effect of a solvent continuum in the QM Hamil-
tonian. Thus, in this work, assuming a simple fragmentation
process, we will derive a fragment energy formula for estimating
the total energy of a biomolecule as function of a cutoff
criterion. On one hand, we will show that our fragment energy
method (FEM in Scheme 2) can have a broader applicability

Scheme 1
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than the MFCC equation, which in turn can be derived from
our approach as a particular case. On the other hand, with
respect to the more general thermochemical scheme of Collins
et al., our expression will be more readily applicable to (and
limited to) large biomolecular systems in which a natural choice
for the formal fragmentation processes can be easily made. In
addition, more emphasis will be placed upon the consistent use
of a cutoff criterion in the fragment energy calculations, the
inclusion of solvent effects, the mixing of QM and molecular
mechanical calculations, and the potential implementation of
the fragment-based energy methods within the context of QM/
MM methodologies.

Theory

For the sake of simplicity, we will consider a macromolecule
P that is a linear chain of M fragments Ai interconnected through
covalent bonds (A1-A2- ...-AM). For example, if P is a protein,
Ai could be a single amino acid or a secondary structure element.
We do note, however, that the same equations based on
fragment energies would result for more complex topological
patterns connecting the Ai fragments like in cyclic or branched
macromolecules.

The total fragmentation of P can be achieved through the
following formal reaction

A1 - A2 - ...AM + ∑
i)1

M-1

(Xi - Yi) f A1 - X1 +

∑
i)2

M-1

(Yi-1 - Ai - Xi) + YM-1 - AM (R1)

Note that every fragment linkage in the P molecule is broken
through insertion of a specific Xi-Yi molecule(s) into the
Ai-Ai+1 bond. If P is not a linear chain, then Xi and Yi would
stand for all the molecular caps that are required to saturate
the exposed bonds after having removed the Ai fragment from
the rest of the P molecule. In any case, the total energy
change corresponding to the above formal reaction is

∆E ) E(A1 - X1) + ∑
i)2

M-1

E(Yi-1 - Ai - Xi) + E(YM-1 -

AM) -

∑
i)1

M-1

E(Xi - Yi) - E(P)

(13)

The thermochemical approximation to compute ∆E can be
introduced as follows: we compute first the reaction energy for
the fragmentation step in which the A1 fragment is removed.
However, we assume that the reactants involved in the first
fragmentation process are subsystems of P that are defined on
the basis of some geometric and/or chemical-structure criterion.
The same criterion, denoted onward as the R criterion, should
be applied consistently along the P backbone structure. Perhaps
the simplest criterion for defining the reactants could be to
impose a layer cutoff around the leaving A1 fragment, but other
choices like sequence proximity could be used. Thus, assuming
that a well-defined R criterion is used, the first fragmentation
reaction can be written as

A1 - B1
R + X1 - Y1 f A1 - X1 + Y1 - B1

R (R2)

where B1
R represents a buffer region, which includes all the

neighboring atoms (or fragments Ai) that are around A1 in
the P structure depending on the R criterion being used.
Similarly, the fragmentation process for the Ai-Ai+1 bond
can be represented by the following chemical equation

Yi-1 - Ai - Bi
R + Xi - Yi f Yi-1 - Ai - Xi + Yi - Bi

R

(R3)

where the closer atoms or fragments around Ai excepting
those in Ai-1, Ai-2, ..., A1 are included in the buffer Bi

R. The
sum of the M - 1 fragmentation processes defined in this
manner leads to the following chemical equation

A1 - B1
R + ∑

i)2

M-1

(Yi-1 - Ai - Bi
R) + ∑

i)1

M-1

(Xi - Yi) f A1 -

X1 +

∑
i)2

M-1

(Yi-1 - Ai - Xi) + ∑
i)1

M-1

(Yi - Bi
R) (R4)

Scheme 2
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In this way, the energy change for the total fragmentation of P
through the R-dependent fragmentation processes (∆ER) is given
by

∆ER ) E(A1 - X1) + ∑
i)2

M-1

E(Yi-1 - Ai - Xi) + ∑
i)1

M-1

E(Yi -

Bi
R)-

[E(A1 - B1
R) + ∑

i)2

M-1

E(Yi-1 - Ai - Bi
R) + ∑

i)1

M-1

E(Xi - Yi)] (14)

Extracting the exact fragmentation energy ∆E from eq 13
and defining δE ) ∆ER - ∆E, we can combine eqs 13 and
14 in order to exactly express the total energy of the system
E(P) in terms of the fragment energies and the δE difference

E(P) ) [E(A1 - B1
R) + ∑

i)2

M-1

E(Yi-1 - Ai - Bi
R) + E(YM-1 -

AM)] - [ ∑
i)1

M-1

E(Yi - Bi
R)] + δE(BR, Y) (15)

where the δE difference is expressed as a function of BR

){Bi
R} and Y ){Yi}. This is a consequence of the fact that

E(P) is rigorously independent of BR, X ){Xi}, and Y and
that the terms in the square brackets are independent of X
(i.e., the identity of the Xi moieties is irrelevant).

For practical applications of the thermochemical fragment
energy eq 15, the δE term must be neglected. To increase
the accuracy of the fragment-based energy calculations, one
straightforward solution would be to systematically increase
the R criterion in order to include larger portions of the
remaining P molecule in the Bi

R buffer regions until reaching
a reasonable compromise between accuracy and computa-
tional cost. The best systems for which we can efficiently
apply this simple strategy would be linear structures like
carbon nanotubes, DNA segments, collagen molecules, etc.
Of course, in the case of more compact systems like globular
proteins, a larger computational cost and a lower accuracy
can be expected for the same R criterion because the buffer
regions would contain many more atoms and truncation
effects would be more important. However, we could also
use the well-known QM/MM methodologies in order to
calculate the reaction energies of the fragmentation steps
using the same settings as those that are typically employed
in routine QM/MM calculations. In this case, the R criterion
would be applied to select the size of the QM region while
the rest of the system would be treated classically. Thus,
like in the electrostatically embedded variants of the MBE
methodologies, we expect that QM/MM calculations of
fragmentation energies could account for high-order effects
within the thermochemical approach.

As above mentioned, we can particularize the general eq
15 to obtain the MFCC equation for a protein system. This
can be done by matching Yi by -NH2 and Bi

R by -Ri+1CRH2,
which are the “conjugate caps” adopted in the MFCC
scheme. In our thermochemical terminology, these choices
are equivalent to consider Xi-NH2 as the capping dimers
as well as to adopt a minimum sequence proximity R
criterion for defining the Bi

R groups. Then eq 15 becomes

E(P) ) [E(A1 - CRH2R2) + ∑
i)2

M-1

E(NH2 - Ai -

CRH2Ri+1) +

E(NH2 - AM)] - [ ∑
i)1

M-1

E(NH2 - CRH2Ri+1)] + δE (16)

If we compare this equation with eq 11, we see that the “non-
neighboring interactions” (δE(2)) in the MFCC approach23

constitutes an approximation to the actual error (δE) com-
mitted in the calculation of the global fragmentation energy.
We note in passing that the same energy contributions
collected in eq 16 can be associated to other formal
fragmentation processes by changing accordingly the defini-
tion of the Ai fragments and the corresponding conjugated
caps. For example, expression 16 also results if the Ai

fragment corresponds to the i residue and Yi ) H.
Finally, it may be interesting to note that our approach, like

with all the MBE-like methods, computes the total energy as a
linear combination of fragment energies. As gradient is a linear
operator, its application over the fragment energy expression
would be straightforward as previously noticed in other
works.20,25 In this way, both energy and gradient values for
the total system could be obtained from fragment calculations
using similar approximations and techniques as those typically
used by the QM/MM methodologies.26,27

Results and Discussion

In many of the previous works, the viability of fragment-
based energy methods has been assessed by means of proof
of principle applications, that is, by carrying out single-point
calculations and using relatively low QM levels of theory.
However, most of the biomolecules are flexible molecular
systems in aqueous solution, and therefore, in actual ap-
plications, structures for performing fragment-based QM
calculations should be provided by Monte Carlo or molecular
dynamics (MD) simulations using either explicit or implicit
solvent models. In this respect, we think that classical MD
simulations still constitute the most reasonable alternative
to generate the biomolecular structures for the subsequent
fragment QM calculations. This approach would be similar
to the molecular mechanics Poisson-Boltzmann method,28

which predicts mean values of free energies of biomolecules
in solution as estimated over a series of representative
snapshots extracted from classical MD simulations. More-
over, we also note that various levels of approximation could
be required in the fragment energy calculations. For example,
a standard density functional level of theory combined with
an implicit solvent model can take into account both the
intramolecular electronic effects and the solute-solvent
electrostatic interactions. Other free-energy terms such as
attractive dispersion interactions or thermal contributions
could be calculated using molecular mechanics (MM). We
believe that this and other technical issues like the counter-
poise correction of the basis set superposition error (BSSE)
in the QM calculations should be explicitly considered in
the test calculations in order to assess the actual performance
of the fragment QM energy calculations in the context of
multimethod approaches to simulating biomolecules. There-
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fore, we decided to reexamine in this work the problem of
the stability of triple-helical collagen model peptides by
combining our fragment energy expression with previous MD
and MM data that have been reported by us recently.29

Many collagen model peptides with 30-45 amino acids
have been synthesized to investigate the thermal stability and
folding of the triple-helix domain of natural collagen. These
peptides, which are also known as triple-helical peptides
(THPs), assemble spontaneously to form a triple-helix
complex that can be characterized using a wide array of
experimental techniques.30 The THP molecules present a
characteristic triple-helix structure composed of three peptide
chains, each in an extended, left-handed polyproline II-like
helix, which are staggered by one residue and then super-
coiled about a common axis in a right-handed manner. The
close packing of the three chains requires the presence of a
sterically small glycine residue at every third position. The
test calculations reported in this work were performed on
the prototypical [(Pro-Hyp-Gly)10]3 system (labeled as
POG10), which contains many proline and 4(R)-hydrox-
iproline (Hyp) residues that largely stabilize the triple-helix
conformation.31,32

Selection of a Fragmentation Process. The collagen
model for our test calculations, POG10, contains three
peptide chains (labeled R, �, and γ) with 30 amino acids
per chain. As mentioned above, the fragment energy expres-
sion, eq 15, that has been derived by assuming that the P
macromolecule is a linear chain, is also applicable for more
complex macromolecules like POG10. To this end, we
describe the triple helix as a linear arrangement of 10
fragments comprising each of three triplets of residues from
the R, �, and γ chains (see Scheme 3). The resulting building
blocks or fragments Ai will be termed as triplets. A pair of
consecutive triplets, Ai-Aj, is interconnected through three
peptide linkages corresponding to the R, �, and γ chains.
We chose this mode of partitioning because it minimizes
the interactions between nonconsecutive triplets and maxi-
mizes the number of interactions among the three peptide
chains within each triplet.

After having chosen a structurally and computationally
convenient partitioning of POG10, we can define more
precisely the formal fragmentation processes required for the
fragment-energy calculations based on eq 15. More specifi-
cally, we see in Figure 1 how the terminating Yi group
attached to the N-terminal end of the Ai triplet comprises
three acetyl groups for the R, �, and γ peptide chains, whose
coordinates are extracted from the C end of the previous
Ai-1 triplet and augmented with the required H-link atoms.
Similarly, the buffer group Bi

R attached to the C end of the
Ai triplet includes the adjacent Ai+1 triplet plus three N-methyl
moieties extracted from the Ai+2 fragment (this choice of Bi

R

is equivalent to a ∼9 Å cutoff around the leaving Ai

fragment). This formal fragmentation process can also be
applied straightforwardly to obtain the energy of the indi-
vidual peptide chains R, �, and γ. In this case, the
corresponding Ai, Bi

R, and Yi groups include residues located
in the same chain.

Comparison between Conventional and Fragment-
Based QM Energies. Before computing the energy of the
full POG10 system, we assessed the combined quality of
the fragment energy calculations and the collagen partitioning
in order to reproduce the energetic properties of a relatively
large collagen subsystem. The size of the selected subsystem,
[Ace-(Pro-Hyp-Gly)4-Nme]3 (456 atoms), still allowed us to
carry out full QM calculations. Following similar prescrip-
tions to those represented in Figure 1, four different
fragments (Ai) can be distinguished in this model. We
computed both the interaction energy among the three peptide
chains and the absolute energy of the THP model. The
calculations were performed on 25 structures that were built
using the coordinates of the central region of POG10
extracted from MD snapshots (see Table S1 in the Supporting
Information).29 As described in the Computational Section,
the energy calculations were carried out using a density
functional level of theory (PBE/SVP) combined with the
COSMO solvent model. The intramolecular dispersion
energy is included via an empirical method. The BSSE
arising from the interchain interactions is corrected using
the standard counterpoise (CP) method. In the case of the
fragment energy calculations, the CP correction was applied
to the fragment electronic energies, that is, the electronic
energies of the A1-B1

R, Y1-A2-B2
R, ..., fragments extracted

from one peptide chain (e.g., R) were computed in the
presence of the ghost basis functions located in the equivalent
fragments from the other two chains (e.g., � and γ). For the
full QM calculations, the CP recipe was used to correct the
BSSE of the electronic energies of the full peptide chains.

The total interaction energy of [Ace-(Pro-Hyp-Gly)4-Nme]3

can be estimated from the combination of five energy terms
using eq 15 (see Table 1). Similarly, the energy of each Ace-
(Pro-Hyp-Gly)4-Nme peptide chain can be computed from
the corresponding fragment energies. In this way, we derived
an average interaction energy (∆Eint) of -29.4 ( 0.2 kcal/
mol that matches perfectly the exact value (-29.5 ( 0.2
kcal/mol) according to conventional QM calculations.

Since ∆Eint is a relative quantity, it can be expected that
the fragment energy calculations would benefit from partial
cancelation of errors. However, we see in Table 1 that the
total energy E of the whole system in aqueous solution can
be computed accurately using the fragment energies given
that the error in the mean value of the fragment-based
energies with respect to the exact full QM value is rather
small, 0.0001 au (∼0.1 kcal/mol). Table S1 (Supporting
Information) shows that small errors arise also in each of
the individual structures considered in the calculations. We
also see in Table 1 that the observed accuracy in the total
energy benefits from a partial cancelation of errors in the
computation of the individual energetic components, which
result in energy differences of +1.4 (gas-phase energy) and
-1.5 kcal/mol (solvation energy) between the fragment-based
and the exact values. Although the accuracy in the gas-phase

Scheme 3
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energy (∼0.002 au) is comparable to that reported in previous
fragment energy calculations,10,14,20 these results suggest that
inclusion of solvent effects in the fragment QM calculations
should improve the accuracy of the fragment-based ap-
proaches given that the intramolecular long-range interactions
could be dampened out by the electrostatic screening exerted
by the surrounding solvent continuum.

Due to the linear structure of collagen, we expect that the
performance of the fragment-energy calculations for larger
collagen models would be equally satisfactory and that other
molecular properties of collagen molecules (e.g., gradients)
could be also computed within a reasonable accuracy.
Finally, we note that, in terms of CPU time, a single-point
energy calculation on the [Ace-(Pro-Hyp-Gly)4-Nme]3 system
using the fragment approach took about 9 h on one x86-64

processor. The same energy value obtained with conventional
QM calculations required about 80 h of CPU time.

Fragment Calculations on the POG10 Triple Helix. The
results of our fragment energy calculations on the full
POG10 system (1089 atoms) are summarized in Table 2,
which contains the average values of the various energetic
components contributing to the interchain interaction energy.
The calculations were done on 100 snapshots extracted from
our previous MD simulation.29 The total interaction energy
amounts to -65.4 kcal/mol of peptide, which gives an
average value of -6.5 kcal/mol for every -(Pro-Hyp-Gly)-
triplet of residues. As expected, all the energy components
considered in the calculations (gas-phase electronic energy,
empirical dispersion energy, and electrostatic solvation

Figure 1. Ball and stick model of the POG10 triple helix. The various moieties of POG10 involved in the formal i-fragmentation
step (i g 2) are shown in different colors. See text for details.

Table 1. Average Values and Standard Deviations of the Interchain Interaction Energies (∆Eint, in kcal/mol of peptide) for
the [Ace-(Pro-Hyp-Gly)4-Nme]3 Systema

[Ace-(Pro-Hyp-Gly)4-Nme]3

A1-B1
R Y1-A2-B2

R Y2-A3-B3
R Y1-B1

R Y2-B2
R FRAG CONV ∆FRAG-CONV

∆Ej int -14.9 ( 0.1 -15.1 ( 0.1 -15.2 ( 0.1 -7.8 ( 0.1 -7.9 ( 0.1 -29.4 ( 0.2 -29.5 ( 0.2 0.1
Ej -6329.7247

(0.0025)
-6329.7250

(0.0021)
-6329.7254

(0.0021)
-3536.8993

(0.0016)
-3536.8983

(0.0014)
-11915.3775

(0.0032)
-11915.3776

(0.0032)
0.1

Ej gas -6329.5131
(0.0023)

-6329.5137
(0.0023)

-6329.5131
(0.0022)

-3536.7781
(0.0015)

-3536.7769
(0.0015)

-11914.9849
(0.0032)

-11914.9872
(0.0033)

1.4

∆Gj COSMO
elec -87.1 (0.2) -87.2 (0.3) -87.7 (0.3) -54.8 (0.2) -55.4 (0.3) -151.9 (0.4) -150.4 (0.4) -1.5

Ej disp -105.3 (0.3) -105.4 (0.4) -105.3 (0.3) -53.7 (0.2) -53.8 (0.2) -208.4 (0.5) -208.5 (0.5) 0.1

a Average values and standard errors (in parentheses) of the various energy components for the THP fragments: total energy in solution,
E, in au; gas-phase energy, Egas, in au; electrostatic solvation energy, ∆GCOSMO

elec , in kcal/mol; and empirical dispersion energy, Edis, in kcal/
mol. Mean values of the total energies as obtained with the fragment-based (FRAG) and conventional (CONV) calculations and their
differences (∆FRAG-CONV, in kcal/mol) are also indicated.

Table 2. Average Values (kcal/mol of peptide) for the Different Energy Components of the Interaction Energy among the
POG10 Peptide Chainsa

∆EjPBE/SVP
CP-uncorrected

BSSE ∆Gj COSMO
elec ∆Ej disp ∆Ej int

b

-105.6 (1.1) 85.7 (0.2) 37.1 (1.0) -82.5 (0.1) -65.4 (0.2)

a Standard errors are given in parentheses. b ∆Ej int ) ∆Ej PBE/SVP
CP-uncorrected + BSSE + ∆Gj COSMO

elec + ∆Ej disp.
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energy) contribute significantly to the interaction energy. Of
particular interest can be the large weight of the BSSE as
estimated by the CP calculations, 85.7 kcal/mol. Clearly, the
omission of the BSSE corrections would have resulted in
an unphysical overestimation of the interaction energy. On
the other hand, the inability of the PBE DFT functional to
recover most of the intermolecular dispersion energy justifies
the addition of the empirical dispersion energy. In fact, the
combination of DFT QM methods and empirical dispersion
energy has been used in previous computational studies that
apply DFT to study weak nonpolar interactions.33-35 Al-
though the three peptide chains intertwined into the triple
helix establish many hydrogen-bond interactions that can be
described reasonably by the PBE calculations, we see in
Table 2 that the dispersion energy is the largest stabilizing
contribution to the interchain interaction energy of the
POG10 triple helix. Hence, it turns out that the close packing
of the peptide chains plays a crucial role in the overall
stabilization of the triple helix.

Perhaps the bottom line from the calculations summarized
in Table 2 is that the QM fragment energy approach may
constitute a promising alternative for studying the intermo-
lecular interactions in large biomolecules. For the collagen
model peptide studied in this work, the error introduced by
the fragmentation technique can be rather small (<1 kcal/
mol) as suggested by the preliminary test calculations.
However, we do note again that when using a DFT level of
theory in the fragment calculations for large biomolecules,
correction of the BSSE and inclusion of dispersion energy
are a must in order to obtain meaningful results for interaction
energies.

Intramolecular BSSE. As shown in Table 2, the CP
correction to the interchain interaction energy is quite large,
+85.7 kcal/mol at the PVE/SVP level, due to the large size
of the POG10 system and the relatively small size of the
double-� SVP basis set. In principle, the use of larger basis
sets should reduce significantly the magnitude of the BSSE
but at the cost of increasing the CPU time. Nevertheless, it
is most likely that assessing and correcting the BSSE will
also be required when carrying out fragment energy calcula-
tions on biomolecules using medium-sized basis sets (cc-
pVDZ, TZVP, ...). Moreover, it is becoming increasingly
clear that the relative energies of different conformations of
large and flexible biomolecules are quite sensitive to the size
of the basis set and that part of this dependence arises from
the intramolecular BSSE.36 Although this (presumably small)
effect has been commonly ignored so far, there is now some
solid computational evidence in the recent literature indicat-
ing that the intramolecular BSSE can severely impair the
accuracy of the energetic QM predictions for polypeptide
systems.36-38

Given that we are interested in computing the relative
stability of the triple-helix conformation with respect to the
compact form of the isolated chains (see below), we decided
to estimate the magnitude of the intramolecular BSSE in our
QM calculations. For this purpose, the CP method of Boys
and Bernardi could be applied by taking atomic fragments,
but this alternative would result in a large number of extra
QM calculations as well as in problems in the assignation

of charge, multiplicity, and electronic state of the atomic
fragments.39 Hence, we followed a more pragmatic approach
that consists of the definition of proper molecular fragments
within the large system and adding H-link atoms to saturate
the exposed chemical bonds. Subsequently, the BSSE in the
interaction among the resulting fragments is computed using
the standard CP procedure. A similar approach has been
employed previously by other authors.36 For example, Valdés
et al. estimated the intramolecular BSSE in [n]-helicene
molecules consisting of all-ortho-annulated benzene rings by
computing the CP-corrected interaction energies of benzene
pairs, in which the Cartesian coordinates of the C atoms are
identical to those in the helicene.36

After some computational experimentation, we decided to
employ the following fragmentation protocol for estimating
the intramolecular BSSE of the POG10 peptide chains. (1)
For each POG10 structure, a pair list of nonbonded (beyond
1-4) interactions involving heavy atoms is built using a
distance criteria (X · · ·Y < 4.0 Å). (2) Each peptide chain is
broken into four smaller fragments by removing three glycine
residues. These glycine residues are automatically selected
in order to maximize the number of nonbonded interactions
among the resulting fragments (see Figure 2a and 2b). H-Link
atoms are added to saturate the exposed bonds. (3) The
standard CP method is used to compute the value of the
BSSE corresponding to the interactions among the four
fragments (intra-BSSE1; see Figure 2b). (4) The BSSE due
to the interactions between the formerly removed glycine
residues and the nearby groups is estimated by building a
molecular cluster in which the three glycine residues are
surrounded by the closer residues. Then the CP proce-
dure is applied again to estimate the BSSE arising from the
simultaneous interactions between the three glycines and the
rest of the groups (intra-BSSE2; see Figure 2c). (5) The total
intramolecular BSSE of the peptide chain is approximated
by adding together the two BSSE values computed in 3 and
4.

The QM calculations for estimating the intramolecular
BSSE were done on 100 MD snapshots of the free POG10
chain.29 Thus, we found that, at the PBE/SVP level, the
average value of the intramolecular BSSE for the isolated
POG10 chain in its folded state amounts to 92.7 kcal/mol
of peptide, which is even greater than the BSSE related to
the interchain interactions in the triple-helix state (85.7 kcal/
mol). For the sake of consistency, the same protocol was
applied on each of the three chains in the triple-helix
conformation. In this case, the peptide chains are quite
extended and their intramolecular BSSE is predicted to be
only 3.1 kcal/mol on average. All these CP-corrected QM
calculations can be combined to estimate the energetic
penalty for the folded POG10 chain to adopt its extended
conformation in the triple helix, the average value being
+30.8 kcal/mol (in terms of EPBE/SVP + BSSEintra + Edisp +
∆GCOSMO

elec ). Neglecting the intramolecular BSSE in the folded
state of POG10 would lead to a very large unrealistic value
(∼120 kcal/mol) for the relative energy between the folded
and the extended forms of the peptide chain.
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Free Energy for the Transition from Monomer to
Triple Helix. As shown above, the fragment QM calculations
complemented with the empirical dispersion formula can give
insight into the nature of the interactions holding the peptide
chains in the triple-helix conformation. However, the actual
stability of the triple helix is determined by the free-energy
change for dissociation to give the free peptide monomers.
In our previous work,29 we found that the isolated POG10
peptide in aqueous solution adopts a stable folded conforma-
tion, and therefore, by combining the fragment QM data on
the triple helix with the results of QM calculations on a
representative set of POG10 monomers, one could estimate
the corresponding free-energy change for the peptide ag-
gregation process leading to the POG10 triple helix, provided
that the selected QM method gives a compensated description
of the conformational and intermolecular interaction energies.
By taking advantage of our previous computational experi-
ence, we combined the QM energies with further molecular-
mechanical data in order to ensure a balanced description
of other free-energy components (solute-solvent vdW
interactions, thermal contributions to free energy, etc.). More
specifically, we used the following expression in order to

compute the average free energy of the POG10 system both
in its triple-helix and monomer states

Gj ) EjPBE/SVP
CP-corrected + Ejdisp

solute + Ejdisp
solute-solvent + HMM-GBSA

norm -

TSjMM-GBSA
norm + ∆Gj COSMO

elec (17)

where the gas-phase EjPBE/SVP
CP-corrected energy, which includes the

intermolecular and intramolecular BSSE corrections, and the
electrostatic solvation energy (∆Gj COSMO

elec ) are computed by
means of fragment-based (triple helix) and standard (mono-
mer) QM calculations; the Ejdisp

solute + Ejdisp
solute-solventdispersion

energy terms are computed with the same empirical formula,
and normal mode molecular mechanical calculations are used
to estimate the thermal contributions to free energy. The
change in the average values of these energetic components
for the monomer f triple-helix transition are collected in
Table 3, which also includes the corresponding small
differences in the cavitation free energy and the conforma-
tional entropy that were computed following the procedures
described in our previous work.29

We see in Table 3 that the QM energy terms (gas-phase
and solvation energy) as well as the empirical dispersion

Figure 2. Ball-and-stick models of a POG10 chain in its monomer state showing the fragmentation procedure followed to correct
the intramolecular BSSE through CP calculations. (a) On the basis of a nonbonded interaction pair list, three glycine residues
(in green) are selected in order to maximize the number of nonbonded interactions among the peptide fragments that result
upon removal of the glycine residues. (b) BSSE arising from the interactions among the four peptide chains (C atoms are shown
in different colors) is estimated using the CP procedure. (c) A molecular cluster is constructed from the coordinates of the
glycine residues selected in a and those of the nearby peptide residues that interact directly with the marked glycines. The
BSSE associated to the interaction between the glycines and the nearby groups is again estimated by means of CP calculations.

Table 3. Average Values and Standard Errors (in kcal/mol of peptide) of the Free-Energy Components for the Transition
from the Monomeric to the Triple-Helix State at 300 K

mean value standard error mean value standard error

∆EjPBE/SVP 53.7 9.7 ∆HjMM-GBSA
norm 0.7 0.1

∆EjPBE/SVP
CP-corrected 49.8 9.6 -T∆SjMM-GBSA

norm 8.8 0.9
∆∆Gj COSMO

elec -73.2 9.3 -T∆Sconf 0.4 -
∆Ej disp

solute -10.7 0.4 ∆Gj CP-corrected a -11.7 1.8
∆Ej disp

solute-solvent 11.0 0.8 ∆Gj a -7.8 2.1
∆Gj cav -1.2 0.1

a Assuming a standard state of 0.001 M.
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energies change significantly on going from the monomer
to the triple helix. In agreement with our previous molecular
mechanical and Poisson-Boltzmann (MM-PB) calculations,
the QM-based approach predicts also that the driving force
for the formation of the triple helix is mainly provided by
the electrostatic solvation energy. The total ∆G value
obtained with the CP-corrected QM energies amounts to
-11.7 kcal/mol, with a statistical uncertainty of 1.8 kcal/
mol (standard error). This value is in moderate agreement
with the most accurate experimental estimate at 300 K, -6.4
kcal/mol, which has been derived from differential scanning
calorimetry.29,40 The purely MM-PB calculations together
with a broader sampling give a ∆G value of -6.2 (1.2) kcal/
mol.29 The larger difference between the QM-based calcula-
tions and experiment is most likely due to several factors
like the small error in the fragment-based QM calculations,
the remaining inaccuracy in the correction of the intramo-
lecular BSSE, slight unbalances in the combination of QM
and MM data in eq 17, as well as by some limitations of the
PBE DFT functional to reproduce the electrostatic and
H-bond interactions. All these potential sources of error,
which are not present in the MM-PB calculations, could be
mitigated by gaining more computational experience and
improving the details of the mixed QM-MM computational
protocol. On the other hand, it turns out that the ∆G value
obtained with the CP-uncorrected QM energies (-7.8 kcal/
mol) is closer to the experimental estimate. Nevertheless,
this result is somewhat fortuitous given that, in the particular
case of the POG10 system, the sum of intra- and intermo-
lecular interactions remains approximately constant upon the
monomer f triple-helix transition.

Summary and Conclusions

In this work we reviewed several computational methods
developed during the last years for computing the energy of
large molecules using only fragment energies. Although some
of the previous methods have been introduced independently
to each other, a comparative analysis reveals their common
roots, which, in our opinion, can be traced back to the general
formalism of the MBE method. For biomolecules constructed
with repetitive building blocks (residues, secondary structural
elements,...), it is proposed that a simple thermochemical
approach is probably the best option for formulating a
standard fragment energy method. The validity of the
fragment QM energy strategy has been tested intensively
considering a challenging problem for simulation methodolo-
gies, that is, the prediction of the interchain interaction energy
and the free energy for dissociation of a prototypical collagen
model. The comparison of our fragment-based energies with
experimental data and former theoretical results shows that
the actual applicability of the fragment QM methods in
biomolecular simulations will rely heavily on the proper
combination of QM and MM calculations as well as in the
conformational sampling performed by MM methods. More-
over, the correction of the inter- and intramolecular BSSE
will be critically important for obtaining realistic energies
of either interaction or conformational changes.

Since the MM-PB method predicts a more accurate value
than the fragment-based QM calculations for the ∆G change

in the monomer f triple-helix transition of the POG10
system, one may raise the question of whether the fragment
QM approaches are really needed. Clearly, the fragment QM
calculations would have a broader applicability since they
can be used to investigate all kinds of interactions and
chemical transformations involving biomolecules. For ex-
ample, most of the current force fields have been developed
without specifically considering the interactions of biomol-
ecules with metal ions, clusters, or surfaces, and therefore,
the application of fragment-QM methodologies to study
biomaterials could provide reliable energetic data, which in
turn could be useful for the development and validation of
new MM parameters. In addition, we point out that the QM
charge densities obtained in the fragment calculations contain
much valuable information that can be used for estimating
other QM properties (e.g., electrostatic potential) and deriving
QM descriptors (e.g., for determining ligand affinity).
Similarly, the fragment QM calculations could also be used
to outline electron pathways connecting the electron donor
and acceptor sites in redox metalloproteins41 and the energy
gaps between electronic states. Therefore, with the continuous
improving in the efficiency of QM methodologies, the
decreasing cost of computer hardware, as well as a necessary
standardization of the fragment energy approach by means
of intensive computational experimentation, the full QM
description of large biomolecules could be done regularly
in the near future.

Computational Methods

DFT Calculations. Density functional theory methods
have become the most popular QM methodology for the
study of biomolecules because they include electron cor-
relation effects at a relatively cheap computational cost. In
principle, the Perdew-Burke-Ernzerhoff (PBE)42 and
Tao-Perdew-Staroverov-Scuseria (TPSS)43 functionals are
particularly attractive for performing fragment energy cal-
culations, since they are nonempirical GGA functionals that
give results with an acceptable quality in any type of
chemical systems including macromolecules and condensed
phases. In this work, we used the PBE functional combined
with a double-� plus polarization basis set (SVP). 44 The
reliability of the PBE/SVP level of theory was assessed by
carrying out some validation calculations on a small triple-
helix system (see below).

All DFT calculations were performed using the TURBO-
MOLE suite of programs,45 in the framework of the
multipole accelerated resolution-of-the-identity approxima-
tion (MARI-J) using the appropriate auxiliary basis set.46,47

To estimate the effect of the solvent environment on the DFT
energies, we used the conductor-like screening model
(COSMO) included in TURBOMOLE in which the solvent
dielectric continuum is approximated by a scaled conductor.48

The optimized atomic COSMO radii (rH ) 1.3 Å, rC ) 2.0
Å, rN ) 1.83 Å, and rO ) 1.72) were used to generate the
solvent-accessible molecular cavity.49 Note that in the
thermochemical fragment energy calculations reported in this
work long-range electrostatic effects are truncated in the
different fragment calculations and that, therefore, a mo-
lecular cavity is constructed around each fragment system
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(Yi-Bi
R, Yi-1-Ai-Bi

R, ...). This is fully consistent with the
estimation of the full system energy from a combination of
reaction energies (eqs R3 and R4).

Since the GGA density functionals are unable to describe
dispersive interactions, the DFT energy terms were aug-
mented with an dispersion energy contribution, Edisp, which
was computed using an empirical formula that has been
introduced by Elstner et al.34 in order to extend their
approximate DFT method for the description of dispersive
interactions. The Edisp expression consists basically of a -C6/
R6 term, which is appropriately damped for short R distances.
We used the same parameters for C, N, O, and H and
combination rules as those described by Elstner et al.47

Molecular Geometries and Molecular Mechanical
Calculations. Molecular geometries of the POG10 system
were taken from our previous study on the relative stability
of collagen model peptides.29 The triple-helix and monomer
states of POG10 were subject to 20 and 50 ns molecular
dynamics (MD) simulations, respectively, at constant P (1
atm) and T (300 K) in explicit solvent using the AMBER
package.50 From these MD simulations, a set of 100
snapshots was extracted for each state and the internal
geometry of the solute molecules was relaxed throughout
energy minimization prior to the QM and MM energy
calculations. The snapshots were postprocessed through the
removal of all solvent molecules.

Thermal contributions to the enthalpy and entropy of solute
molecules were estimated by means of MM normal mode
calculations using the NAB package51 and following the
prescriptions described elsewhere.29 The nonpolar solvation
energy was computed by combining the explicit solvent
representation with an estimation of the relative change in
the cavitation free energy of the solute.52 In our previous
work, the conformational entropy of the solute was computed
via an expansion of the so-called mutual information
functions.6

Validation Calculations of the PBE/SVP Level of
Theory. Table 4 summarizes the results of some preliminary
validation calculations in which we computed the interchain
interaction energy in a small THP model ([Ace-(Gly-Pro-
Hyp)-Nme]3; 123 atoms). In these calculations, we used the
PBE and TPSS functionals combined with different basis
sets ranging from the double-� SVP to the triple-� plus
double polarization TZVPP. All DFT energies include the
effect of aqueous solvent (COSMO model) and are combined
with the empirical estimate of the dispersion energy. We also
corrected the BSSE affecting the intermolecular interaction

energy by means of the counterpoise method. Coordinates
of the small THP models were taken from 25 truncated
snapshots of our previous MD simulations of the POG10
system after having relaxed the internal geometry of the
solute molecules via energy minimizations using the AMBER
force field.

We see in Table 4 that the average PBE energies obtained
with various basis sets are quite similar, the differences being
around 1-2 kcal/mol. The TPSS functional gives similar
interaction energies to those provided by PBE. By repeating
some calculations without relaxing the internal geometry of the
small THP models, we found that the average interaction
energies are hardly affected, but standard deviations are much
higher (∼6 kcal/mol). Overall, we conclude that the PBE/SVP
energy calculations on the MM-relaxed geometries may con-
stitute a reasonable compromise between quality and compu-
tational cost.
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(5) Drautz, R.; Fähnle, M.; Sanchez, J. M. J. Phys.: Condens.
Matter 2004, 16, 3843.

(6) Matsuda, H. Phys. ReV. E 2000, 62, 3096.

(7) Huang, L.; Massa, L.; Karle, J. Int. J. Quantum Chem. 2005,
103, 808.

(8) Huang, L.; Massa, L.; Karle, J. Int. J. Quantum Chem. 2006,
106, 447.

(9) Huang, L.; Massa, L.; Karle, J. Proc. Nat. Acad. Sci. U.S.A.
2005, 102, 12690.

(10) Huang, L.; Massa, L.; Karle, J. J. Chem. Theory Comput.
2007, 3, 1337.

(11) Huang, L.; Massa, L.; Karle, J. Proc. Nat. Acad. Sci. U.S.A.
2008, 105, 1849.

(12) Xantheas, S. S. J. Chem. Phys. 1994, 100, 7523.

(13) Fedorov, D. G.; Kitaura, K. J. Chem. Phys. 2004, 20, 6832.

Table 4. Average Values and Standard Deviations for the
Interaction Energy (kcal/mol of THP) among the Three
Peptide Chains for 25 Snapshots of the
[Ace(Pro-Hyp-Gly)-Nme]3 Trimer

level of theory ∆Eint level of theory ∆Eint

PBE/SVPa -10.7 ( 1.4 PBE/SVPb -10.7 ( 6.2
PBE/TZVPa -8.6 ( 1.3 PBE/TZVPb -8.2 ( 5.8
PBE/TZVPPa -9.0 ( 1.3
TPSS/SVPa -9.0 ( 1.1

a Geometries were extracted from the POG10 MD simulations
and relaxed via MM energy minimization. b Geometries were
extracted from the POG10 MD simulations.

1678 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Suárez et al.
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Abstract: Using an extensive series of TIBO compounds that are non-nucleoside inhibitors of
HIV-1 reverse transcriptase, we have systematically evaluated the quality of recently developed
ligand parameters that are consistent with the CHARMM22 force field. Thermodynamic integration
simulations for 44 pairs of TIBO compounds achieve a high level of success with an overall
average unsigned error (AUE) in the relative binding affinities of 1.3 kcal/mol; however, the
accuracy is strongly dependent on the size differential between the substituents sampled as
well as the class of functional group. Low errors are observed among the alkyl, allyl, aldehyde,
nitrile, trifluorinated methyl, and halide TIBO derivatives, and large systematic errors are observed
among thioether derivatives. We have also investigated how different charge assignment
schemes for small molecules impact the quality of computed binding affinities for a subset of
this series. This study demonstrates the advantage of using model compounds to derive
physically meaningful charge distributions and bond-charge increments for rapidly expanding
fragment libraries for drug development applications. Specifically, in the absence of a bond-
charge increment for a given pair of atom types, the strategy of adopting CHELPG charges
from localized regions of model compounds provides reliable results when modeling with the
CHARMM force field.

Introduction

Computational methods have become important resources
in structure-based drug design.1,2 Three-dimensional struc-
tures can be used to model the interactions between protein
targets and potential new drugs and to predict their binding
free energies.3-5 Empirical all-atom force fields that are used
to represent proteins in these simulations have matured to a
significant level.6,7 However, due to the enormity of chemical
space, it is still challenging to develop force field parameters
that cover a wide range of compounds that might be
encountered in drug design and development efforts.7

Ligand parametrization procedures are traditionally com-
putationally intensive and can represent a bottleneck in
structure-based drug design strategies. To develop force field
parameters that are tailored for a new compound, the specific
parameters required for the intra- and intermolecular energy

terms must be optimized. This process may require several
iterations until the parameters yield appropriate conforma-
tional energies, hydration free energy, dipole moment, or
other molecular properties of the modeled compound. These
ligand parametrization efforts may be accelerated if informa-
tion about well-parametrized compounds can be leveraged
to describe new compounds under investigation. However,
individual force fields have been developed with different
philosophies, which means that, in general, ligand parameters
are not immediately transferable among the biomolecular
force fields.8,9

Each of the major biomolecular force fields have programs
that read in the coordinates of a compound and assign atom
types, partial charge distributions, and energy parameters on
the basis of information in template libraries.10-15 For
example, the molecular modeling package IMPACT10 and
the utility software script, hetgrp_ffgen (Schrödinger, LCC),
as well as the BOSS and MCPRO16 molecular modeling
systems (Cemcomco, LLC) facilitate modeling with the
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OPLS-AA17 force field; Antechamber11 was developed as
an auxiliary program in the AMBER12 molecular modeling
packages; PRODRG13,14 prepares ligands for modeling with
the GROMOS force field;18 and the recently developed
MATCH suite of tools (unpublished, D. J. Price and C. L.
Brooks, III) constructs ligand files that are compatible with
the CHARMM19 force field. The success of these automated
parametrization programs depends on the extent of the classes
of compounds that are covered within the template libraries,
the quality of the parameters themselves, and the transfer-
ability of parameters from the modeled compounds or
fragment to a novel context.

Significant progress has been made to develop ligand
parameters that are compatible with the CHARMM22 force
field and are transferable from smaller model compounds
into more complicated chemical structures. Mackerell and
co-workers have most recently introduced newly optimized
halide and ether parameters to this CHARMM General Force
Field (CGenFF) (private communication, K. Vanommeslae-
ghe and A. D. Mackerell). Often, the quality of force field
parameters is assessed by their ability to reproduce the
hydration free energies of small molecules or thermodynamic
properties of bulk solutions.20-23 However, the primary end-
use of these ligand parameters is to model the interactions
between putative drug compounds and larger biomolecules,
like proteins and nucleic acids. In this study, we will evaluate
a variety of CGenFF parameters for their ability to reproduce
relative binding affinities for a series of compounds. To our
knowledge, this work represents the first large-scale assess-
ment of the quality of CGenFF parameters in the context of
binding free energy calculations.

We have chosen the TIBO class of non-nucleoside
inhibitors of HIV-1 reverse transcriptase (RT) because of
the availability of extensive experimental data and because
it has been used in a variety of contexts24-26 as a benchmark
for evaluating the quality of free energy models using
AMBER and OPLS-AA force fields. Specifically, linear
interaction energy (LIE) models as well as molecular
dynamics simulations coupled with MM-PBSA simulations
have achieved high levels of success in computing absolute
binding affinities for series of these TIBO-like compounds
bound to HIV-1 RT. Smith et al.25 examined 12 TIBO
derivatives using the OPLS-AA force field, and their best
linear response approximation models obtained root-mean
squared errors of 0.9 kcal/mol, although no test set was
included to provide a more unbiased estimate of the
uncertainty in the calculations. Wang et al.24 tested this same
set of 12 compounds and with molecular dynamics and MM-
PBSA calculations governed by the AMBER force field
predicted binding affinities with errors on the order of ∼1
kcal/mol, and the largest error was 1.9 kcal/mol. Su et al.26

computed binding affinities for 37 TIBO compounds using
the OPLS-AA force field and achieved average LIE model
errors as low as 1.2 kcal/mol for predicting the binding
affinity of one compound given the LIE parameters that were
fit to the remaining 36 compounds. The high quality of these
results irrespective of method and force field suggests that
the HIV-1 RT:TIBO system is relatively well-behaved and
thus serves as a good benchmark for evaluating the quality

of new ligand parameters. In contrast to these previous
studies, we perform a series of thermodynamic integration
calculations so that we can readily identify systematic errors
that relate to specific classes of compounds and ascertain
where improved force field parameters are warranted and
so that we do not need to estimate entropy contributions.

Charge Distribution Rules in Structure-Based Drug
Design. Arguably, partial charges are the most difficult ligand
parameters to transfer among force fields or to adopt from
other “known” molecules within a given force field due to
their dependence on their local bonded environment. Yet,
assigning appropriate charge distributions in novel com-
pounds is of profound importance in effectively representing
the nonbonded interactions in binding free energy calcula-
tions.27 Atomic partial charges are the primary components
of the electrostatic energy terms and are critical for ad-
equately describing the correct desolvation penalty when a
small molecule is transferred from solution into a binding
pocket. Certainly polarization effects influence the magnitude
of the desolvation penalty as well as the strength of the
protein-ligand interaction energy and will play a more
significant role in the presence of larger differences in
the dielectric properties between the solvent and the binding
pocket. While polarizable force fields are being developed,28,29

most biomolecular force fields rely predominantly on fixed-
charge models.

Two main strategies have been suggested for generating
partial charge assignments that are compatible with current
biomolecular force fields. In one fixed-charge strategy,
charges are adopted for an entire molecule, often based on
ab initio calculations. For example, a restrained electrostatic
potential (RESP) charge fitting procedure or a semiempirical
method that mimics these charge distributions is advised for
assigning partial charges to novel ligands in a manner that
is consistent with the generalized AMBER force field
(GAFF).30,31 Systematic studies using Lennard-Jones pa-
rameters from the OPLS or AMBER force fields demon-
strated that partial charge distributions that were fit to
electrostatic potentials (ESP) or scaled CM1A partial charges
yield hydration free energies for small molecules that have
average errors on the order of 1 kcal/mol.21-23 However,
several chemical classes, especially the more polar com-
pounds, exhibit larger individual errors. The largest unsigned
error observed for solvation free energies modeled by GAFF
using semiempirical AM1 charges with Bayly and co-
workers’ parametrized bond-charge corrections (AM1-BCC)
was about 3 kcal/mol,22 while the results for the OPLS-AA
force field with the Cramer/Truhlar CM1A charge model
scaled by 1.14 led to maximal errors of about 2.5 kcal/mol.21

In the second fixed-charge strategy, generally employed
by CHARMM and OPLS-AA force fields, bond-charge
increment (BCI) “rules” are employed such that optimal
charges are determined for fragments of molecules, and then
these fragments are pieced together to construct charge
distributions for novel compounds.32 In addition to variations
in the specific force field parameters, these programs differ
in how the bonded environment is determined, how the
specific BCI rules are defined for matching the fragments in
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the new molecule with those ”known” fragments, and how
excess charges are distributed throughout the molecule.

In developing these libraries of fragments, it is important
to ascertain whether more automated processes could ef-
fectively determine charge distribution for the fragments
themselves and where these optimization strategies could be
transferable across a variety of functional groups. In addition,
it is imperative that sufficient information about the charge
distributions from these well-parametrized fragments be
included to adequately describe new compounds under
investigation. If too little information about the chemical
context of the fragment is included, properties of the
subsequent compounds may lack appropriate specificity and
binding affinities may be unreliable. On the other hand, if
too much specificity about the chemical context is required,
then the modeled fragments become less transferable to new
compounds. Both of these issues are addressed in this study
in attempts to focus subsequent ligand parametrization
efforts.

In the present Article, we examine the range of questions
discussed above. First, we validate a variety of CGenFF
parameters for use in structure-based drug design. Thermo-
dynamic integration (TI) simulations are used to compute
the relative binding affinities for select pairs of these 21 TIBO
derivatives. These TIBO compounds possess a common
chemical core structure and only differ from one another at
one of two substituent sites. Therefore, systematically
evaluating this series of compounds mimics a chemical
optimization strategy in which various substituents or frag-
ments are evaluated at specific sites on a promising new
therapeutic lead compound.

Second, we explore the effect of different charge distribu-
tion rules in structure-based drug design for constructing new
bond-charge increments. Four charge distribution schemes
are investigated to determine what features of the charges
of the constitutive fragments contribute to the accuracy of
the computed binding affinities of the TIBO derivatives.
These schemes differ in how the charges are assigned and
the extent to which a given fragment influences that charge
distribution in the rest of the molecule.

Methods

Ligand Set and Experimental Binding Affinities. Figure
1 and Table 1 show the molecular structures and the
experimental binding free energies of the 21 TIBO com-

pounds that were included in these calculations. These
ligands and their corresponding IC50 values were compiled
from Ho et al.33 and Smith et al.25 Differences among the
compounds are limited to two variations at the X site (CdO
and CdS) and 14 variations at the Y site (alkanes, alkynes,
halides, trifluorinated methyls, nitriles, aldehydes, ethers, and
thioethers) on the TIBO core.

Binding Free Energy Calculations. Relative binding free
energies were computed via thermodynamic cycles by
performing TI simulations for pairs of ligands both in solvent
and while bound to the non-nucleoside reverse transcriptase
inhibitor (NNRTI) binding pocket in HIV-1 RT. For the
solvation simulations, the hybrid molecule was solvated in
a 20 Å cubic box of TIP3P34 water molecules, and periodic
boundary conditions were employed. For the bound simula-
tions, the pdb structure, 1TVR,35 was truncated so that only
residues within ∼20 Å of the crystallographic TIBO com-
pound were retained, and the truncated protein-ligand
system was solvated in a 37 Å sphere of water. Stochastic
boundary conditions using a solvent boundary potential36 of
25 Å with a 5 Å buffer region were employed; 244 and 6101
water molecules were explicitly included in the solvated and
bound simulations, respectively. A nonbonded cutoff of 15
Å was used, and van der Waals switching and electrostatic
force shifting functions were implemented between 10 and
12 Å. In all simulations, the temperature was maintained near
310 K by coupling the water molecules to a Langevin heat
bath using a frictional coefficient of 62 ps-1. Hydrogen bonds
were restrained using the SHAKE37 algorithm, and the time
step was 2 fs. Heating phases were 10 ps regardless of the
environment, while equilibration phases were 30 and 60 ps
for the solvated and bound simulations respectively. The
production runs were 300 ps, and the coordinates were saved
every 300 steps. Simulations were performed for 11 different
λ values: 0.025, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.8, 0.9, 0.95,
and 0.975. Linear scaling by λ applied to all energy terms

Figure 1. The TIBO core structure.

Table 1. Molecular Structures and the Corresponding
Experimental IC50 and Binding Free Energies of the TIBO
Analogues

compound X Ya IC50
b (µM) ∆Gbinding

c (kcal/mol)

1 S Br 0.0030 -12.09
2 S Cl 0.0043 -11.87
3 S SCH3 0.0050 -11.78
4 S F 0.0058 -11.69
5 S CH3 0.0136 -11.16
6 S 9-F 0.0250 -10.79
7 S CCH 0.0296 -10.69
8 S 9-Cl 0.0340 -10.60
9 S OCH3 0.0340 -10.60
10 S H 0.0440 -10.44
11 S I 0.0474 -10.39
12 O Br 0.0473 -10.39
13 S CN 0.0563 -10.29
14 O I 0.0880 -10.01
15 S CHO 0.1880 -9.54
16 O CCH 0.4376 -9.02
17 S 9-CF3 0.4850 -8.96
18 O CH3 0.9890 -8.52
19 O CN 1.1396 -8.43
20 O H 3.1550 -7.81
21 O 9-CF3 5.9190 -7.42

a Y is attached to C8 unless otherwise indicated. b References
25 and 33. c Calculated from ∆Gbinding ) RT ln IC50 at 310 K.
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except the bond and angle terms, which were treated at full
strength regardless of λ value. All simulations were per-
formed in triplicate, and the resulting mean and standard
deviations are reported. All calculations were performed
using the BLOCK module in the CHARMM molecular
dynamics package v35a1 on dual 2.66 GHz Intel Quad Core
Xeon processors. On a single processor, each solvated and
bound simulation required 1 and 22 CPU hours, respectively.
Because each simulation window was generated indepen-
dently from the others, all simulations could be performed
simultaneously on a computer cluster.

TIBO Parameter Assignments. Atom types for the TIBO
compounds were assigned using MATCH (unpublished,
D. L. Price and C. L. Brooks, III) with the extended
CHARMM2238 force field and CGenFF (private com-
munication, K. Vanommeslaeghe and A. D. Mackerell).
Where possible, bonded parameters that were absent in
CGenFF and the CHARMM22 force field were approximated
by those from the OPLS-AA force field taken from
BOSSv4.2.16 Bonded parameters for which there were no
analogous assignments in existing CHARMM of BOSS
parameter files were obtained by fitting ab initio energy
calculations from Gaussian 03.39 Equilibrium bond lengths,
angles, and dihedrals were determined by energy minimiza-
tion of the corresponding molecular fragments at the MP2
level of theory using the 6-31G* basis set. The respective
force constants were determined by systematically distorting
the structures away from the optimal values at the MP2 level
of theory. van der Waals energy parameters (i.e., atomic radii,
ri, and energy well-depths, εi) were taken from analogous
atom types in CHARMM22 and CGenFF.

Initial TIBO Charge Assignments. Initial partial charges
were assigned using MATCH with the extended
CHARMM2238 force field and CGenFF. Partial charges for
most of the Y-site fragments (i.e., hydrogen, alkyl, halides,
aldehydes, and ethers) were adopted from their corresponding
benzene derivatives. Partial charges for the nitrile and
trifluorinated methyl fragments were adopted from alkylated
derivatives. No optimized partial charges existed for the allyl
and thioether fragments, so they were estimated from
CHARMM parameters for alkene and methoxybenzene
derivatives, respectively. CHARMM22 did not have a
template that corresponded to the CdS fragment, so pairs
of molecules that differed only at the X site (i.e., X ) O or
S) were geometry-optimized in Gaussian 03 at the MP2/6-
311+G** level of theory, and partial charges were fit to the
electrostatic potential using the CHELPG algorithm (Bren-
eman and Wiberg, 1990). The largest differences in the
CHELPG assigned partial charges (i.e., ∆qOfS > 0.2e)
between pairs of compounds were localized in five atoms in
the five-membered ring (H-N-C(dO/S)-N); therefore, the
partial charges of these five atoms in the X ) O and X ) S
TIBO derivatives were approximated directly from the
CHELPG charges. The charge assignments for the TIBO core
are illustrated in Figure 2.

Alternate Fragment Charge Assignments. CHELPG.
Partial charges for four Y fragments (i.e., Y ) CN, CHO,
OCH3, and SCH3) were reassigned on the basis of CHELPG
assigned partial charges for MP2/6-311+G** geometry-

optimized structures of the corresponding benzene derivatives
in Gaussian 03. In “CHELPG2” simulations, the charges of
the Y fragment atoms along with the charge of the ipso
carbon atom were reassigned. In “CHELPG4” simulations,
the charges of the ortho carbons and hydrogen atoms were
also reassigned. The CHELPG partial charges for a given
benzene derivative were uniformly offset such that the sum
of the reassigned charges equaled zero. The reassigned
charges are listed in Table 4 (note: the “2” denotes
fragment+ipso site and the “4” denotes fragment+ipso
site+2 ortho sites).

Alternate Fragment Charge Assignments. CHopt. Based
on the strategy outlined by MacKerell et al.38 for parametriz-
ing ligands to be consistent with the CHARMM22 force field,
the partial charges of the same four fragments at the Y site
(i.e., Y ) CN, CHO, OCH3, and SCH3) were optimized in
the context of the corresponding benzene derivatives to yield
molecular properties that were consistent with experimental
hydration free energy data40 as well as components of the
dipole moment. The dipole moments were obtained in
Gaussian 03 at the HF/6-31+G* level of theory and were
scaled by 15%.

A Monte Carlo (MC) sampling strategy was employed in
CHARMM in which many configurations of partial charges
were evaluated for the atoms in the benzene derivative. In
“CHopt2” simulations, the charges of the Y fragment atoms,
along with the charge of the ipso carbon atom, were
optimized. In “CHopt4” simulations, the charges of the ortho
carbon and hydrogen atoms were also optimized. Partial
charges of each of the atoms of interest were sampled such

Figure 2. Initial partial charges assigned for heavy atoms
on the TIBO core with X ) O and Y ) H. Partial charges
associated with X ) S are labeled in parentheses. Hydrogen
atoms bonded to alkanes, alkenes, and aromatic carbons
have partial charges of 0.09e, 0.150e, and 0.115e, respec-
tively. The amide hydrogen has partial charges of 0.415e with
X ) O and 0.313e with X ) S.
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that each -1e < qi < 1e (note: methoxy- and thiomethoxy-
hydrogen atoms retained their charge of 0.09e throughout).
Once trial partial charges were assigned, the components of
the dipole were computed, and the atomic coordinates were
minimized in vacuum for 100 steps using the Adopted Basis
Newton-Raphson algorithm and then reminimized for 100
steps using the Steepest Descent algorithm using the GBMV
implicit solvent model.41,42 The hydration free energy was
approximated as the difference between the solvent and
vacuum energy minima.20 The scoring function, S, for each
configuration of partial charges, q, was defined by:

where ∆∆Ghydr denotes the hydration free energy relative to
benzene, and µx, µy, and µz are the components of the
molecular dipole (σ∆∆G ) 0.25 kcal/mol and σµ ) 0.25 D).
The scoring function for CHopt4 optimizations included
additional restraints to keep the partial charges near the initial
MATCH- or CGenFF-assigned partial charges by imposing
a fixed penalty of 5.5 whenever a trial partial charge deviated
more than 0.1e from the initial charge. 40 000 trial configu-
rations were sampled, and trial configurations were accepted
with probability, P:

The effective temperature, kBT, was gradually decreased
every n steps using an exponential cooling schedule, such
that kBTt+1 ) RkBTt. The initial temperatures and cooling
schedules were optimized to ensure that the best-scored
solutions were not dependent on the initial charge assign-
ments (i.e., CHopt2, n ) 500, kBT0 ) 200, and R ) 0.75;
CHopt4, n ) 1000, kBT0 ) 20, and R ) 0.9). The charge
distributions that yielded the lowest-scored solutions were
identified as the CHopt2 and CHopt4 charge models. The
charge distribution that yielded the most poorly scored
solution sampled was used as the “control” charge distribution.

Results and Discussion

Overall High Quality of Computed Binding Affini-
ties. Relative binding affinities were computed for 44 pairs
of TIBO compounds (Table 2). This data set encompasses
21 unique TIBO molecules and includes all transformations
from Y ) H and Y ) CH3. Eleven additional pairs were
assessed: seven pairs that involved Y ) halidefhalide
transformations and four pairs that involved X ) OfS
transformations. All possible combinations of pairwise
relative binding affinities among the 21 TIBO compounds
could theoretically be reconstructed from these representative
calculations.

The average unsigned error (AUE) for the entire data set
is 1.29 kcal/mol, and one-half of the TIBO pairs have
computed binding affinities with individual errors of less than
1 kcal/mol, while the maximum unsigned error (MUE) is

5.38 kcal/mol. Figure 3 illustrates that by ranking the TIBO
pairs by their difference in the predicted relative to the
experimental binding free energy, the cumulative AUE for
the top 89% of the data set is less than 1 kcal/mol. Computed
binding affinities in this study have uncertainties on the order
of ∼0.7 kcal/mol (Table 2). The majority of the simulations
of the solvated ligands show standard deviations of less than
0.2 kcal/mol; most of the bound simulations show increased
diversity yet with standard deviations of less than 0.6 kcal/
mol. On the basis of a comparison between computed and
experimental hydration free energies of small molecules,
Mobley et al.22 suggest that it will be difficult with current
force fields to achieve average errors in binding affinities of
less than 1 kcal/mol. Furthermore, it is estimated that
experimental binding affinities have uncertainties of ∼0.5
kcal/mol3. Therefore, a cumulative AUE in our study of 1
kcal/mol represents quite a conservative threshold of “suc-
cess”.

Reproducibility of Binding Free Energies Is Size-
and Class-Dependent. Large differences in the substituent
size between pairs of compounds provide a more challenging
context for adequately sampling relevant protein conforma-
tions in free energy calculations. Indeed, in this study, both
the precision and the accuracy are deleteriously affected for
simulations that involve large size differentials in the TIBO
derivatives. Among most of the 11 pairs of TIBO derivatives
whose transformations are less conservative in size (i.e.,
where the transformation at the Y-site involves an addition
of more than one heavy atom or a transformation from HfBr
or HfI), their standard deviations for simulations of the
bound “arm” of the thermodynamic cycle are significantly
larger than those for more conservative transformations. The
AUE for simulations modeling larger size differentials is 2.3
kcal/mol, whereas the AUE for simulations involving more
conservative transformations at the Y-site is 1.0 kcal/mol.
These systematic errors are likely related to the λ-scaling
scheme that was used in the TI calculations.43 For example,
simulations involving large substituent size differentials, the
values of the integrand, 〈∂H/∂λ〉, and their standard deviations
from independent trajectories at very low and very high λ
values (i.e., λ ) 0.025 and 0.975) are significantly larger
than for those simulations involving substituents that are
more similar in size. For structure-based drug design
applications, longer simulation trajectories and more exten-
sive soft-core scaling techniques44 may be required to achieve
adequate sampling with the anticipation of improving the
quality of the estimated binding affinities.

Representatives from all classes of functional group at the
Y-site, except for the thioether moiety, reliably reproduce
experimental binding affinities for the TIBO NNRTIs. Figure
4 depicts the free energy errors for chemical transformations
by functional group at the Y-site. A positive error indicates
that the hydrogen or methyl TIBO derivative in the trans-
formation (or the smaller halide in the case of Y )
halidefhalide transformations or oxygen in the case of X
) OfS transformations) is overfavored relative to experi-
ment. The eight pairs of compounds that contain only
hydrogen, alkyl, and allyl groups at the Y site have individual
errors that are less than 1.8 kcal/mol and have an AUE of

Sq )
(∆∆Ghydr

q - ∆∆Ghydr
target)2

2σ∆∆G
2

+

(µx
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0.6 kcal/mol. The 13 pairs of compounds that contain either
fluoride, chloride, or trifluorinated methyl groups at the Y
position demonstrate random errors in the computed binding
free energies and collectively have an AUE of 0.9 kcal/mol.
The quality of the modeled bromide and iodide substituents
at the Y-site is degraded relative to the rest of the data set,
but this is primarily due to the large size differential in four
of the simulations. The AUE of the latter four simulations
that involve transformations from hydrogen to either bromide
or iodide at the Y-site is 3.3 kcal/mol, whereas the AUE for
all other bromide and iodide transformations is 1.0 kcal/mol.
The Y ) HfOCH3 transformation also suffers from a
relatively large error of 2.7 kcal/mol, but the Y )
CH3fOCH3 transformation is accurately computed with an
error of 0.5 kcal/mol. The majority of the binding affinities
among the nitriles and aldehydes TIBO derivatives are
computed reliably with AUEs of 0.9 and 1.2 kcal/mol,

respectively. By contrast, simulations of pairs of compounds
that contain the thioether fragment yield the largest individual
and collective errors in the data set. Specifically, the Y )
HfSCH3 and Y ) CH3fSCH3 transformations systemati-
cally underestimate the relative binding affinities of the
thioether TIBO derivative and have errors of 5.4 and 3.1
kcal/mol, respectively.

The success of the hydrogen and alkyl TIBO derivatives
is not surprising given that these atoms have analogues in
well-parametrized amino acid side chains in the CHARMM22
force field. The high quality of the binding affinities for the
halide and methoxy TIBO derivatives validates the bonded
and nonbonded parameters that were recently optimized by
Vanommeslaeghe and Mackerell for methoxybenzene and
the halobenzenes. The consistently large and systematic
errors for the thioether derivative are not surprising given
that, in the absence of parameters for thiomethoxybenzene,

Table 2. Quality of Computed Binding Free Energiesa Using Thermodynamic Integration for a Selection of Pairs of TIBO
Compounds

∆∆Gsolv ∆∆Gbound

pair no. ligand 1 X, Y ligand 2 X, Y ∆∆Gexpt mean std dev mean std dev ∆∆Gcalc error

1 O, H O, CH3 -0.71 0.18 0.12 0.73 1.21 0.55 1.26
2 S, H S, CH3 -0.72 0.05 0.17 1.10 0.41 1.05 1.77
3 O, H S, H -2.63 3.75 0.17 1.92 0.43 -1.83 0.80
4 O, CH3 S, CH3 -2.64 3.98 0.07 1.67 0.50 -2.31 0.33
5 O, H O, CCH -1.21 14.44 0.22 13.10 0.26 -1.34 -0.13
6 S, H S, CCH -0.25 14.66 0.14 13.93 0.60 -0.73 -0.48
7 O, CH3 O, CCH -0.50 14.63 0.08 14.09 1.10 -0.54 -0.04
8 S, CH3 S, CCH 0.47 15.03 0.10 15.33 0.62 0.30 -0.17
9 S, H S, F -1.25 3.30 0.07 3.29 0.37 -0.01 1.24
10 S, 9H S, 9F -0.35 -9.31 0.07 -9.33 0.68 -0.03 0.32
11 S, CH3 S, F -0.53 2.50 0.05 0.00 0.27 -2.50 -1.97
12 S, F S, Cl -0.40 -0.88 0.08 0.34 0.26 1.23 1.63
13 S, 9F S, 9Cl 0.19 2.44 0.02 2.56 0.26 0.12 -0.07
14 S, H S, Cl -1.43 2.04 0.05 3.16 0.24 1.12 2.55
15 S, 9H S, 9Cl -0.16 -7.35 0.02 -6.90 0.44 0.45 0.61
16 S, CH3 S, Cl -0.71 1.47 0.03 0.52 0.13 -0.95 -0.24
17 S, Cl S, Br -0.22 -0.08 0.02 0.79 0.31 0.87 1.09
18 O, H O, Br -2.58 3.55 0.11 4.63 0.60 1.08 3.66
19 S, H S, Br -1.65 1.62 0.19 2.53 1.01 0.91 2.56
20 O, CH3 O, Br -1.87 3.20 0.08 2.99 0.14 -0.21 1.66
21 S, CH3 S, Br -0.93 1.23 0.04 1.65 0.52 0.42 1.35
22 O, Br S, Br -1.70 3.77 0.02 1.90 0.21 -1.87 -0.17
23 O, Br O, I 0.38 -0.76 0.03 0.05 0.05 0.81 0.43
24 S, Br S, I 1.70 -0.50 0.08 -0.21 0.31 0.29 -1.41
25 O, H O, I -2.20 2.49 0.09 4.64 0.88 2.15 4.35
26 S, H S, I 0.05 0.53 0.10 3.14 0.46 2.61 2.56
27 O, CH3 O, I -1.49 2.33 0.01 2.97 0.47 0.64 2.13
28 S, CH3 S, I 0.77 0.63 0.16 1.76 0.33 1.13 0.36
29 O, I S, I -0.38 3.52 0.12 2.40 0.30 -1.11 -0.73
30 O, 9H O, 9CF3 0.39 2.68 0.19 4.10 0.19 1.41 1.02
31 S, 9H S, 9CF3 1.48 2.65 0.17 4.64 0.13 1.99 0.51
32 S, 9F S, 9CF3 1.83 12.95 0.11 14.62 0.09 1.68 -0.15
33 S, 9Cl S, 9CF3 1.64 10.69 0.04 12.70 0.33 2.01 0.37
34 O, H O, CN -0.62 8.42 0.20 9.30 0.81 0.88 1.50
35 S, H S, CN 0.15 8.62 0.08 10.57 1.34 1.95 1.80
36 O, CH3 O, CN 0.09 8.68 0.05 8.49 0.52 -0.19 -0.28
37 S, CH3 S, CN 0.87 9.16 0.09 9.10 0.31 -0.06 -0.93
38 O, CN S, CN -1.86 4.00 0.18 2.17 0.21 -1.83 0.03
39 S, H S, CHO 0.90 7.23 0.06 8.38 0.87 1.15 0.25
40 S, CH3 S, CHO 1.62 7.27 0.11 6.73 0.34 -0.54 -2.16
41 S, H S, OCH3 -0.16 9.03 0.08 11.53 0.97 2.50 2.66
42 S, CH3 S, OCH3 0.54 9.31 0.18 10.33 0.87 1.02 0.48
43 S, H S, SCH3 -1.34 2.48 0.04 6.53 0.29 4.04 5.38
44 S, CH3 S, SCH3 -0.62 3.10 0.12 5.52 0.35 2.43 3.05

a Means and standard deviations are reported for three independent sets of simulations where each set includes 11 simulations at λ
values: 0.025, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.8, 0.9, 0.95, and 0.975.
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their initial charges were estimated from methoxybenzene.
This finding suggests that optimization efforts could be
targeted toward improving the parametrization of the thio-
ether TIBO derivatives.

Overall, the success of the X ) OfS transformations
indicates that the balance of the charge distributions between
the oxygen and sulfur TIBO derivatives is reasonable. Yet,
the large percentage of positive errors for transformations
at the Y-site (29 out of 41 cases) suggests a systematic
overfavoring of the hydrogen or methyl substituent (or the
smaller halide in the Y ) halidefhalide transformations)
relative to experiment. These predominantly represent the
favoring of the smaller of the two substituents under
consideration in a given simulation. This bias could be due
to charges associated with the amide hydrogen that results
in a strong hydrogen bond with the K101 backbone carbonyl
oxygen at the mouth of the binding pocket. The strength of
this hydrogen bond may prevent sufficient relaxation of the
TIBO compound such that the interactions with the protein
environment at the other end of the binding pocket are too
restrictive and thus unfavorable for the bulkier substituent.

Charge Optimization Strategies Improve Thioether
Computed Binding Affinities. Based on these results, the
atomic partial charges associated with the thioether fragment
were targeted for further optimization. Partial charges of the
nitrile, aldehyde, and ether fragments were also optimized
as controls to confirm the transferability of any proposed
charging scheme across a variety of functional groups. To
ensure that these charge distributions would be generalizable
beyond the TIBO compounds, each of these four functional
groups was investigated as a substituent at a single site on a
benzene ring.

The four optimization strategies that have been investigated
explore how the charges are assigned and the extent to which
a given fragment influences that charge distribution in the
rest of the molecule. In the first strategy (CHELPG), charges
were adopted from the CHELPG charges that were fit to the
electrostatic potential. In the second strategy (CHARMM
optimization - CHopt), partial atomic charges were opti-
mized via a Monte Carlo procedure to yield good agreement

with the components of the QM molecular dipole as well as
experimental hydration free energies relative to benzene. As
a first approximation (CHELPG2 and CHopt2), partial charge
distributions are assumed to be local in nature, and thus
charge assignments are limited to atoms in the functional
group and the ipso carbon on the benzene ring. More
extensive charge delocalization was also investigated
(CHELPG4 and CHopt4) such that the charge assignments
for each of these four functional groups were specific for
the ortho carbon and hydrogen atoms on the benzene ring
as well as the atoms in the functional group and the ipso
carbon (note: the “2” denotes functional group+ipso site and
the “4” denotes functional group+ipso site+2 ortho sites).
From the CHopt2 MC trajectories, a “control” charging
scheme was identified, which yielded the poorest fit to the
targeted physical properties of the model benzene derivatives.
Table 3 describes the molecular properties that result from
these different charge distributions in the respective benzene
derivatives. Table 4 summarizes the errors in the relative
binding affinities that were recomputed for these four classes
of TIBO derivatives.

The CHELPG2 charge distribution for thioether benzene
is similar to that of the initial charges; yet, it yields a better
estimate of the hydration free energy than the initial charges.
When these CHELPG2 charges are transferred to the TIBO
compound, there is a marked improvement in the thioether
computed binding free energies; the error for each of the
two thioether transformations improves by at least 1 kcal/
mol when the initial charge estimates are replaced by the
CHELPG2 charges. The CHopt2 charge model also has an
improved fit to the experimental hydration free energy and
QM dipole moment relative to the initial charge model. This
charge distribution in the TIBO derivative elicits an improve-
ment in the computed binding affinities by 0.5-2.1 kcal/
mol relative to the initial charge, although it is not overall
as favorable as the result for the CHELPG2 charge model.
Increasing the scope of the charge delocalization in the
CHELPG4 and CHopt4 models yields better agreement with
the targeted molecular properties for the thioether benzene
derivatives; yet, these charge models do not improve the
computed binding affinities for the corresponding TIBO
derivatives (errors of 2.7 and 4.1 kcal/mol) over the
CHELPG2 and CHopt2 models. However, the quality of
the CHopt4 charge model may be unduly hindered because
the initial charges to which the CHopt4 partial charges are
restrained were approximated from the methoxybenzene
charge distribution. The “control” charge model, which has
the poorest agreement with the targeted molecular properties
of any of the charge models, exhibits the worst binding free
energies when it is transferred to the TIBO compound (errors
of 4.2 and 5.4 kcal/mol).

Charge Optimization Strategies Adequate for Ni-
triles, Aldehydes, and Ethers. Results from the other three
classes of fragments (Y ) CN, CHO, and OCH3) demon-
strate that charge models obtained from schemes either that
fit charges to the electrostatic potential or that optimize
charge distributions to mimic hydration free energies and
molecular dipole moments are sufficient to compute reliable
estimates of binding free energies. The AUEs for each of

Figure 3. Cumulative errors in computed binding affinities
for pairs of TIBO compounds ordered by absolute error. The
full data set includes all 44 pairs of TIBO compounds listed
in Table 2. The “4 classes” includes 11 pairs of TIBO
compounds (pairs 34-44 in Table 2), which involve transfor-
mations for Y ) CN, CHO, OCH3, or SCH3.
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these four functional groups and charge models range from
0.3 to 2.0 kcal/mol. The CHELPG2 models perform favor-
ably in which all but one computed binding free energy has
an error of less than 1.4 kcal/mol. Figure 3 illustrates the
significant improvement in the overall quality of the com-
puted binding affinities for the CHELPG2 models relative
to the initial charges for the functional groups investigated.
The overall AUE for these 9 pairs of TIBO compounds
improves from 1.68 to 1.06 kcal/mol, and the MUE is
reduced from 2.66 to 1.80 kcal/mol.

Even though CHELPG2 and CHELPG4 charges were
assigned from the same set of CHELPG charges that
were fit to the electrostatic potential of the model benzene
compounds, the atomic charges differ slightly among the
CHELPG2 and CHELPG4 charge sets due to approximations
that were introduced to restrain the sum of the reassigned
charges to be zero. For each substituent, the CHELPG4
charges are within 0.06e of the CHELPG2 assigned charges
for the fragment and the ipso carbon, although most vary
by less than 0.02e. It was anticipated that these more
delocalized charge distributions in the CHELPG4 models,
which increase the specificity of the context of the functional
group in the benzene derivatives relative to the CHELPG2
models, would improve the quality of the corresponding
TIBO binding affinities. In fact, relative to the CHELPG2
models, CHELPG4 charge distributions tend to degrade the
quality of the computed binding affinities for the nitriles,
aldehydes, and ethers derivatives.

The alternative CHopt2 scheme for assigning localized
partial charges results in charge distributions that differ
substantially from the initial as well as the CHELPG2
charges; these resulting charge distributions yield relative
hydration free energies and components of the QM dipole
moments that are closer to the target values than either the
initial or the CHELPG2 charges. We assumed that the set
of charges that are optimized by this scheme would result
in higher quality computed binding affinities for the respec-

tive TIBO compounds due to the increased ability of the
charges to mimic physical properties of the corresponding
model benzene compound. Indeed, these CHopt2 charge
distributions slightly improve the binding affinities for most
of the pairs of TIBO derivatives relative to the initial charge
models. The one exception is the relatively large error for
the Y ) HfCHO transformation. Interestingly, the partial
charge assignments for Y ) CN and Y ) OCH3 differ by
up to 0.3e relative to the initial charges; yet the high quality
of the binding affinities is still achieved.

By permitting optimization of the charges of the carbon
and hydrogen atoms in the ortho position, the CHopt4 partial
charge assignments in the benzene derivatives yielded better
agreement with the experimental hydration free energies and
QM dipole moments than the CHopt2 charges, although
restraining the partial charges to the initial charges resulted
in poorer fits with the targeted molecular properties for Y )
CN. With the increased ability of the charge distributions of
the TIBO fragments to mimic critical molecular properties,
it was assumed that the CHopt4 charges would result in
greater improvements in the corresponding binding affinities
than the other models. In fact, the quality of the computed
binding affinities tend to be degraded relative to the CHopt2
charge models, although both transformations involving Y
) CHO achieve remarkably low errors (AUE of 0.3 kcal/
mol). The AUE is degraded slightly from 0.6 to 1.3 kcal/
mol and from 1.2 to 1.8 kcal/mol for Y ) CN and Y )
OCH3, respectively.

Given the relative success of the charge optimization
schemes for these nitrile, aldehyde, and ether functional
groups and the inability of these schemes to improve the
quality of the binding affinities for the thioether TIBO
derivatives beyond 2 kcal/mol, we suggest that further
optimization of the other nonbonded parameters (i.e., atomic
radius and energy well-depth) is likely required in conjunc-
tion with improved partial charges, but is beyond the scope
of this study.

Figure 4. Errors in binding affinities enumerated by pair number (see Table 2) and categorized by identity of the Y frag-
ment.
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The Importance of Physically Meaningful Charge
Distributions. A “control” charging scheme was selected
for each functional group to ascertain the importance of
physically relevant charge distributions for effectively mod-

eling binding affinities for these TIBO derivatives. The
“control” charging schemes exhibit poor agreement with
experimental hydration free energies and QM dipole mo-
ments and yield very poor quality results among the TIBO

Table 3. Partial Charge Assignments from Various Charge Optimization Schemes and Their Respective Molecular
Propertiesa

charging schemes

benzene substituent atom name/targets initial CHELPG2 CHopt2 CHELPG4 CHopt4 control

Y ) SCH3 charges: CA 0.220 0.206 0.039 0.218 0.291 0.468
S -0.390 -0.305 -0.186 -0.292 -0.292 -0.432
CT3 -0.100 -0.005 -0.122 0.007 -0.110 -0.305
HA 0.090 0.035 0.090 0.046 0.090 0.090
CA -0.115 -0.115 -0.115 -0.185 -0.214 -0.115
HP 0.115 0.115 0.115 0.150 0.134 -0.115

∆∆Ghydr -1.83 (expt) -3.27 -1.20 -1.37 -1.86 -1.80 -5.46
µx -0.04 (HF) -1.42 -1.76 -0.03 -0.65 -0.11 -4.29
µy 1.72 (HF) 2.34 1.52 1.74 1.70 1.93 1.35

Y ) CN charges: CA 0.130 0.097 0.425 0.084 0.132 -0.475
CN 0.400 0.370 -0.238 0.357 0.308 -0.451
NC -0.530 -0.467 -0.187 -0.480 -0.440 0.024
CA -0.115 -0.115 -0.115 -0.124 -0.019 -0.115
HP 0.115 0.115 0.115 0.143 0.308 0.115

∆∆Ghydr -2.66 (expt) -5.30 -3.70 -3.04 -4.47 -3.70 -5.53
µx -5.84 (HF) -4.49 -3.90 -4.58 -4.13 -2.80 2.82

Y ) CHO charges: CA 0.120 0.051 0.252 0.055 0.177 -0.264
CD 0.160 0.465 -0.017 0.469 0.099 0.581
O -0.330 -0.536 -0.332 -0.531 -0.378 -0.530
HR1 0.050 0.021 0.098 0.025 0.092 0.213
CA -0.115 -0.115 -0.115 -0.152 -0.016 -0.115
HP 0.115 0.115 0.115 0.142 0.022 0.115

∆∆Ghydr -3.18 (expt) -1.98 -5.63 -3.31 -5.83 -3.30 -11.39
µx 3.19 (HF) 2.28 3.16 2.68 3.09 2.92 3.53
µy -3.05 (HF) -2.02 -2.11 -2.80 -1.78 -3.01 0.71

Y ) OCH3 charges: CA 0.220 0.458 -0.022 0.513 0.318 0.020
O -0.390 -0.515 -0.093 -0.460 -0.290 -0.503
CT3 -0.100 0.148 -0.155 0.203 -0.065 0.213
HA 0.090 -0.030b 0.090 0.025 0.090 0.09
CA -0.115 -0.115 -0.115 -0.326 -0.135 -0.115
HP 0.115 0.115 0.115 0.160 0.019 0.115

∆∆Ghydr -0.20 (expt) -1.92 -2.43 -0.57 -2.17 -0.43 -7.73
µx 0.68 (HF) -0.75 -3.26 0.49 1.07 0.53 2.02
µy 1.53 (HF) 1.64 1.15 0.93 1.57 1.48 2.71

a Experimental hydration free energies (∆∆Ghydr) relative to benzene in kcal/mol taken from ref 40. Computed relative hydration free
energies are approximated from the difference between GBMV and vacuum energy-minimized energies. Dipole moments are reported
in units of Debye from the standard Gaussian 03 orientation, and their HF/6-31+G* values have been scaled by 15%. b The negative
charges assigned to the methyoxy hydrogen atoms are a result of the offset factor used to require that the overall charge of the reassigned
atoms sums to zero.

Table 4. Effect of the Partial Charge Distributions on the Quality of the Computed Relative Binding Free Energiesa

errors in charging schemes

ligand 1 X, Y ligand 2 X, Y initial CHELPG2 CHopt2 CHELPG4 CHopt4 control

O, H O, CN 1.50 -0.23 0.03 1.73 1.63 4.18
O, CH3 O, CN 1.80 -0.08 0.91 1.95 1.01 3.16
S, H S, CN -0.28 0.05 -0.73 0.33 0.18 3.44
S, CH3 S, CN -0.93 -0.97 -0.96 -0.42 -0.59 2.08
O, CN S, CN 0.03 -0.15 -0.28 0.42 -2.95 -2.70

AUE(Y ) CN): 0.9 0.3 0.6 1.0 1.3 3.1
S, H S, CHO 0.25 1.40 1.87 3.04 0.39 4.50
S, CH3 S, CHO -2.16 -1.30 -2.05 -0.14 -0.19 1.23

AUE(Y ) CHO): 1.2 1.4 2.0 1.6 0.3 2.9
S, H S, OCH3 2.66 1.79 2.15 2.14 3.31 3.83
S, CH3 S, OCH3 0.48 0.92 -0.15 0.39 0.28 3.09

AUE(Y ) OCH3): 1.6 1.4 1.2 1.3 1.8 3.5
S, H S, SCH3 5.38 2.72 3.26 4.05 3.91 5.39
S, CH3 S, SCH3 3.05 2.04 2.56 2.73 2.94 4.22

AUE(Y ) SCH3): 4.2 2.4 2.9 3.4 3.4 4.8

a Errors in the computed relative binding free energies are reported in kcal/mol (∆∆Gcalc - ∆∆Gexpt).
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binding affinities. In fact, the AUE for each class degrades
to more than 2.9 kcal/mol, and all but one individual binding
free energy has an error of more than 2 kcal/mol. Figure 5
illustrates the correlation that is observed between the quality
of the charge distributions in the modeled compound (as
measured by the score used in the MC optimization or by
the error in the hydration free energy relative to benzene)
and the quality of the computed binding affinities in the
corresponding TIBO derivatives. From Figure 5, it is clear
that reasonable physical properties for model compounds
(i.e., low MC scores or low errors in hydration free energies)
are required for achieving high-quality binding free energies.
In fact, the lowest errors in predicted binding affinities result
from charge distributions that predict hydration free energies
of their model compounds within 1 kcal/mol. However,
achieving accurate experimental hydration free energies or
good scores in model compounds does not guarantee success
in reproducing experimentally binding affinities as is dem-
onstrated by the consistently poor performance of any of the
charge distributions for the thiomethoxy TIBO derivatives.
A larger set of data for each functional group as well as

additional classes of compounds would need to be explored
to more fully describe the relationship between molecular
properties and the quality of the computed binding affinities
in the regime where the charge distributions are physically
meaningful (i.e., the distributions spanned by the CHELPG
and CHopt models in this study). In addition, other charging
schemes like the scaled CM1A charge model and the AM1-
BCC charges, which have proved effective for modeling with
OPLS-AA and AMBER, respectively, could also be inves-
tigated for their compatibility with the CHARMM force field
and are under investigation in our group. It is also worth
emphasizing that the inclusion of experimental hydration free
energies and scaled dipole moments in our scoring function
was designed to be compatible with other CHARMM22 force
field parameter development efforts,38 so likely minor
modifications or inclusion of other key molecular properties
would be required for the appropriate transferability of
measures of model quality to other biomolecular force fields.

Developing Charge Distributions in Model Com-
pounds. In molecular modeling, there is always the need to
balance chemical rigor with computational efficiency. This
is especially relevant in a discussion about ligand param-
etrization where the need for transferability of parameters
to novel drug-like molecules must be held in tension with
the demand for high-quality estimates of binding affinities
in investigating these new compounds in silico. At one end
of the spectrum, new parameters could be optimized for each
novel compound under investigation. While this strategy may
produce more reliable results, given the enormity of chemical
space, it is too time-consuming to be realistically pursued.
Recently, Åqvist and co-workers investigated the plausibility
of adopting charge distributions for complete drug molecules
that were estimated from automated semiempirical and ab
initio methods. Their study showed that several charge
schemes (including CHELPG charge distributions) were
reasonably compatible with the OPLS-AA force field for
computing binding affinities with linear interaction energy
(LIE) models.45 While these charge schemes did not achieve
the same level of success as OPLS-AA-optimized charges,
they suggest that these automated schemes could be used as
reasonable approximations in high-throughput calculations.

An alternative strategy involves optimizing charge distri-
butions on fragments or model compounds that could be used
to build up any new molecule. Maciel and Garcia have
examined how the molecular context affects charge assign-
ments to identify the smallest context that is required to
reliably reproduce CHELPG charge assignments from a
molecule’s constitutive fragments.46 Using a large test set
of 324 molecules, they determined that five or more heavy-
atom neighbors are typically required for accurately transfer-
ring charge assignments from one molecule or molecular
fragment to another. This “five-atom neighborhood” could
represent the ideal conditions for partial charge transfer-
ability; however, it is still significantly beyond the scope of
current fragment library development efforts.

Generally, automated parameter assignment schemes use
atom types that are obtained by matching molecular fragments
that describe functional groups covered by the force field. A
molecular fragment is associated with a given set of BCIs that

Figure 5. Correlation between the physical properties of the
model benzene derivatives and the quality of the resulting
binding free energies of the corresponding TIBO compounds
for Y ) CN (open squares), Y ) CHO (shaded circles), Y )
OCH3 (filled diamonds), and Y ) SCH3 (open triangles). The
score (top) that is used in the MC simulations can be
understood as a “penalty” such that the lower is the number,
the better is the agreement between the targeted molecular
properties. The error in the hydration free energy (bottom) is
approximated from the difference between GBMV and vacuum-
minimized energies.
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describe the magnitude and direction of the partial charges
associated with a covalent bond between any two atom-types.
The high quality of the individual and collective binding affinity
results for the well-parametrized initial charges, as well as the
CHELPG2 and CHopt2 schemes, is a promising indication that
bond-charge increment rules and their associated partial charge
distributions that are derived from physically meaningful charge
distributions on model compounds can be transferred success-
fully to novel compounds. Furthermore, these results suggest
that the important “neighborhood” is relatively local in nature.
Of course, there may be exceptions to this finding, as demon-
strated by the halide substituents whose influence is modeled
to extend to the charges on the ortho carbon and hydrogen atoms
in the recently optimized CGenFF parameters. However, for
the most part, as fragment libraries are developed, the bond-
charge increment rules that include the identity of the atoms
that attach fragments to one another (e.g., the ipso carbon on
the benzene ring) will likely be sufficient.

In our opinion, the CHopt2 charge models do not perform
sufficiently well to warrant the added computational expense
that is required to develop these charge distributions. Because
of the success of the CHELPG2 charge distributions in
computing binding free energies and how readily the model
may be obtained (within minutes to a few hours on a standard
desktop machine), this work supports the use of charge
distributions that are derived from the ESP of model compounds
for rapidly generating new bond-charge increments to investi-
gate novel compounds or to expand current fragment libraries.

Conclusions

Here, we have performed a systematic assessment of the
quality of binding affinities than can be achieved with current
and recently optimized CGenFF parameters for a large series
of non-nucleoside inhibitors that bind to HIV-1 RT. Ther-
modynamic integration simulations were performed to
compute relative binding affinities for 44 pairs of TIBO
compounds, which cover 21 unique molecules. These
calculations achieve a high level of success with average
errors in the binding affinities of 1.29 kcal/mol for the entire
data set, and one-half of the pairs of compounds exhibit
individual errors of less than 1 kcal/mol. While representa-
tives of each of the CGenFF functional groups that were
tested performed well, the quality of the results depended
significantly on the size of the modeled substituents. TI
simulations that modeled the transformation between sub-
stituents of similar sizes tended to be more successful (AUE
of 1.0 kcal/mol for 33 pairs) than transformations that
involved larger size differentials (AUE of 2.3 kcal/mol for
11 pairs). Binding affinities for TIBO derivatives containing
alkyl, allyl, aldehydes, nitriles, trifluorinated methyl, and
conservative halide transformations were reliably computed
and had AUEs between 0.6 and 1.2 kcal/mol. By contrast,
the thioethers whose partial charge assignments were ap-
proximated from methoxybenzene demonstrated large and
systematic errors that consistently overfavored the binding
of the hydrogen or methyl TIBO derivative relative to the
thioether counterparts; their individual errors were greater
than 3 kcal/mol, and the AUE was 4.2 kcal/mol.

Because of its large and systematic errors and the fact that
thioether CHARMM parameters have not yet been devel-
oped, parameters of the thioether TIBO compound was
targeted for optimization. Three additional classes of com-
pounds were selected as controls: the nitriles, aldehydes, and
ethers. We have investigated how different charging schemes
for small molecules in conjunction with the CHARMM force
field impact the quality of the computed binding affinities
for this subset of TIBO compounds. The four charge
distribution schemes that we tested each improved the quality
of the computed binding affinities for the thioether TIBO
derivative relative to its initial charges and performed
reasonably well for the nitriles, aldehydes, and ethers. The
CHELPG2 charge optimization scheme, which adopted
localized partial charges that were fit to the QM electrostatic
potential of model benzene, yielded the smallest average
binding affinity error among the pairs of TIBO compounds
investigated; the AUE of the 11 pairs of TIBO compounds
was reduced from 1.7 kcal/mol with the initial charge
distributions to 1.1 kcal/mol with the CHELPG2 charge
assignments, and the MUE for these 11 pairs was reduced
from 5.4 to 2.7 kcal/mol. By contrast, the “control” charge
distributions that specifically did not mimic experimental or
QM target molecular properties for the model benzene
compounds resulted in extremely poor quality binding
affinities with an AUE of 3.4 kcal/mol and MUE of 5.4 kcal/
mol across the 11 pairs of TIBO compounds. Because the
thioethers were still consistently underfavored relative to their
alkyl counterparts in each of the charge optimization
schemes, we suggest that other nonbonded parameters will
likely need to be optimized before further improvements in
the corresponding binding affinities are observed.

This study demonstrates the quality of recently developed
CGenFF parameters as well as the advantage of using model
compounds to derive physically meaningful charge distribu-
tions in the absence of parametrized bond-charge increments
for a given compound. Because of the high quality of the
binding affinities computed using the CHELPG2 partial
charge assignments, we suggest that this kind of charge
optimization strategy can be used either to rapidly generate
charge distributions for specific drug-like models of interest
or to expand bond-charge increments and fragment libraries
of current force fields.

Acknowledgment. We thank Kenno Vanommeslaeghe
and Alex D. Mackerell, Jr., for providing the CGenFF param-
eters for halobenzenes and methoxybenzenes. This research was
supported by the National Institutes of Health (GM37554).

References

(1) Jorgensen, W. L. Science 2004, 303, 1813–1818.

(2) Taft, C. A.; Da Silva, V. B.; Da Silva, C. H. J. Pharm. Sci.
2008, 97, 1089–1098.

(3) Foloppe, N.; Hubbard, R. Curr. Med. Chem. 2006, 13, 3583–
3608.

(4) Gilson, M. K.; Zhou, H. X. Annu. ReV. Biophys. Biomol.
Struct. 2007, 36, 21–42.

(5) Huang, N.; Kalyanaraman, C.; Bernacki, K.; Jacobson, M. P.
Phys. Chem. Chem. Phys. 2006, 8, 5166–5177.

1690 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Knight and Brooks



(6) Ponder, J. W.; Case, D. A. AdV. Protein Chem. 2003, 66,
27–85.

(7) Mackerell, A. D., Jr. J. Comput. Chem. 2004, 25, 1584–1604.

(8) Halgren, T. A. J. Comput. Chem. 1999, 20, 730–748.

(9) Guvench, O.; MacKerell, A. D., Jr. Methods Mol. Biol. 2008,
443, 6388.

(10) Banks, J. L.; Beard, H. S.; Cao, Y.; Cho, A. E.; Damm, W.;
Farid, R.; Felts, A. K.; Halgren, T. A.; Mainz, D. T.; Maple,
J. R.; Murphy, R.; Philipp, D. M.; Repasky, M. P.; Zhang,
L. Y.; Berne, B. J.; Friesner, R. A.; Gallicchio, E.; Levy, R. M.
J. Comput. Chem. 2005, 26, 1752–1780.

(11) Wang, J.; Wang, W.; Kollman, P. A.; Case, D. A. J. Mol.
Graphics Modell. 2006, 25, 247–260.

(12) Case, D. A.; Cheatham, T. E., III.; Darden, T.; Gohlke, H.;
Luo, R.; Merz, K. M., Jr.; Onufriev, A.; Simmerling, C.;
Wang, B.; Woods, R. J. J. Comput. Chem. 2005, 26, 1668–
1688.

(13) Schuttelkopf, A. W.; van Aalten, D. M. Acta Crystallogr.,
Sect. D: Biol. Crystallogr. 2004, 60, 1355–1363.

(14) van Aalten, D. M.; Bywater, R.; Findlay, J. B.; Hendlich, M.;
Hooft, R. W.; Vriend, G. J. Comput.-Aided Mol. Des. 1996,
10, 255–262.

(15) Dolinsky, T. J.; Czodrowski, P.; Li, H.; Nielsen, J. E.; Jensen,
J. H.; Klebe, G.; Baker, N. A. Nucleic Acids Res. 2007, 35,
522–525.

(16) Jorgensen, W. L.; Tirado-Rives, J. J. Comput. Chem. 2005,
26, 1689–1700.

(17) Jorgensen, W. L.; Maxwell, D. S.; Tirado-Rives, J. J. Am.
Chem. Soc. 1996, 188, 11225–11236.

(18) van Gunsteren, W. F.; Berendsen, H. J. C. BIOMOS; Gronin-
gen, The Netherlands, 1987.

(19) Brooks, B. R.; Bruccoleri, R. E.; Olafson, B D.; States, D. J.;
Swaminathan, S.; Karplus, M. J. Comput. Chem. 1983, 4,
187–217.

(20) Price, D. J.; Brooks, C. L., III. J. Comput. Chem. 2005, 26,
1529–1541.

(21) Udier-Blagovic, M.; Morales De Tirado, P.; Pearlman, S. A.;
Jorgensen, W. L. J. Comput. Chem. 2004, 25, 1322–1332.

(22) Mobley, D. L.; Dumont, E.; Chodera, J. D.; Dill, K. A. J.
Phys. Chem. B 2007, 111, 2242–2254.

(23) Carlson, H. A.; Nguyen, T. B.; Orozco, M.; Jorgensen, W. L.
J. Comput. Chem. 1993, 14, 1240–1249.

(24) Wang, J.; Morin, P.; Wang, W.; Kollman, P. A. J. Am. Chem.
Soc. 2001, 123, 5221–5230.

(25) Smith, R. H., Jr.; Jorgensen, W. L.; Tirado-Rives, J.; Lamb,
M. L.; Janssen, P. A.; Michejda, C. J.; Kroeger Smith, M. B.
J. Med. Chem. 1998, 41, 5272–5286.

(26) Su, Y.; Gallicchio, E.; Das, K.; Arnold, E.; Levy, R. M.
J. Chem. Theory Comput. 2007, 3, 256–277.

(27) Honig, B.; Nicholls, A. Science 1995, 268, 1144–1149.

(28) Jiao, D.; Golubkov, P. A.; Darden, T. A.; Ren, P. Proc. Natl.
Acad. Sci. U.S.A. 2008, 105, 6290–6295.

(29) Warshel, A.; Kato, M.; Pisliakov, A. V. J. Chem. Theory
Comput. 2007, 3, 2034–2045.

(30) Wang, J.; Wolf, R. M.; Caldwell, J. W.; Kollman, P. A.; Case,
D. A. J. Comput. Chem. 2004, 25, 1157–1174.

(31) Jakalian, A.; Bush, B. L.; Jack, D. B.; Bayly, C. I. J. Comput.
Chem. 2000, 21, 132–146.

(32) Halgren, T. A. J. Comput. Chem. 1998, 17, 520–552.

(33) Ho, W.; Kukla, M. J.; Breslin, H. J.; Ludovici, D. W.; Grous,
P. P.; Diamond, C. J.; Miranda, M.; Rodgers, J. D.; Ho, C. Y.;
De Clercq, E.; et al. J. Med. Chem. 1995, 38, 794–802.

(34) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey,
R. W.; Klein, M. L. J. Chem. Phys. 1983, 79, 926–935.

(35) Das, K.; Ding, J.; Hsiou, Y.; Clark, A. D., Jr.; Moereels, H.;
Koymans, L.; Andries, K.; Pauwels, R.; Janssen, P. A.; Boyer,
P. L.; Clark, P.; Smith, R. H., Jr.; Kroeger Smith, M. B.;
Michejda, C. J.; Hughes, S. H.; Arnold, E. J. Mol. Biol. 1996,
264, 1085–1100.

(36) Brooks, C. L., III.; Brunger, A.; Karplus, M. Biopolymers
1985, 24, 843–865.

(37) van Gunsteren, W. F.; Berendsen, H. J. C. Mol. Phys. 1977,
34, 1311–1327.

(38) MacKerell, A. D.; Bashford, D.; Bellott, M.; Dunbrack, R. L.;
Evanseck, J. D.; Field, M. J.; Fischer, S.; Gao, J.; Guo, H.;
Ha, S.; Joseph-McCarthy, D.; Kuchnir, L.; Kuczera, K.; Lau,
F. T. K.; Mattos, C.; Michnick, S.; Ngo, T.; Nguyen, D. T.;
Prodhom, B.; Reiher, W. E.; Roux, B.; Schlenkrich, M.; Smith,
J. C.; Stote, R.; Straub, J.; Watanabe, M.; Wiorkiewicz-
Kuczera, J.; Yin, D.; Karplus, M. J. Phys. Chem. B 1998,
102, 3586–3616.

(39) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.;
Vreven, T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.;
Iyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi,
M.; Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.;
Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.;
Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.;
Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.;
Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Strat-
mann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli,
C.; Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.;
Salvador, P.; Dannenberg, J. J.; Zakrzewski, V. G.; Dapprich,
S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.;
Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.;
Cui, Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.; Stefanov,
B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.;
Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng,
C. Y.; Nanayakkara, A.; Challacombe, M.; Gill, P. M. W.;
Johnson, B.; Chen, W.; Wong, M. W.; Gonzalez, C.; Pople,
J. A. Gaussian 03, revision C.02; Gaussian Inc.: Wallingford,
CT, 2004.

(40) Cabani, S.; Gianni, P.; Mollica, V.; Lepori, L. J. Sol. Chem.
1981, 10, 563–595.

(41) Lee, M. S.; Feig, M.; Salsbury, F. R., Jr.; Brooks, C. L., III.
J. Comput. Chem. 2003, 24, 1348–1356.

(42) Lee, M. S.; Salsbury, F. R., Jr.; Brooks, C. L., III. J. Chem.
Phys. 2002, 116, 10606–10614.

(43) Pitera, J. W.; van Gunsteren, W. F. Mol. Simul. 2002, 28,
45–65.

(44) Beutler, T. C.; Mark, A. E.; Vanschaik, R. C.; Gerber, P. R.; van
Gunsteren, W. F. Chem. Phys. Lett. 1994, 222, 529–539.

(45) Wallin, G.; Nervall, M.; Carlsson, J.; Aqvist, J. J. Chem.
Theory Comput. 2009, 5, 380–395.

(46) Maciel, G. S.; Garcia, E. Chem. Phys. Lett. 2006, 420, 497–502.

CT900079T

Charge Distributions in Structure-Based Drug Design J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1691



An Adaptive Fast Multipole Boundary Element Method
for Poisson-Boltzmann Electrostatics

Benzhuo Lu,*,† Xiaolin Cheng,‡ Jingfang Huang,§ and J. Andrew McCammon|

Institute of Computational Mathematics and Scientific/Engineering Computing,
Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing

100190, People’s Republic of China, Center for Molecular Biophysics, Oak Ridge
National Laboratory, Oak Ridge, Tennessee 37831, Department of Mathematics,

UniVersity of North Carolina at Chapel Hill, Chapel Hill, North Carolina 27599-3250,
Department of Chemistry & Biochemistry, Center for Theoretical Biological Physics,

Department of Pharmacology, Howard Hughes Medical Institute, UniVersity of
California, San Diego, California 92093

Received February 16, 2009

Abstract: The numerical solution of the Poisson-Boltzmann (PB) equation is a useful but a
computationally demanding tool for studying electrostatic solvation effects in chemical and
biomolecular systems. Recently, we have described a boundary integral equation-based PB
solver accelerated by a new version of the fast multipole method (FMM). The overall algorithm
shows an order N complexity in both the computational cost and memory usage. Here, we
present an updated version of the solver by using an adaptive FMM for accelerating the
convolution type matrix-vector multiplications. The adaptive algorithm, when compared to our
previous nonadaptive one, not only significantly improves the performance of the overall memory
usage but also remarkably speeds the calculation because of an improved load balancing
between the local- and far-field calculations. We have also implemented a node-patch
discretization scheme that leads to a reduction of unknowns by a factor of 2 relative to the
constant element method without sacrificing accuracy. As a result of these improvements, the
new solver makes the PB calculation truly feasible for large-scale biomolecular systems such
as a 30S ribosome molecule even on a typical 2008 desktop computer.

1. Introduction
Electrostatic interactions play essential roles in many biologi-
cal processes, such as enzymatic catalysis, molecular rec-
ognition, and bioregulation. Over the past three decades, the
Poisson-Boltzmann (PB)-based continuum electrostatic
calculation has become a common tool in theoretical studies
of biomolecular systems such as proteins and DNAs in
aqueous solutions. Many of these PB solvers rely on
numerical solution of the PB equation. Among them, the PB

solvers based on the finite difference methods, including
DelPhi, GRASP, MEAD, UHBD, and the PBEQ,1 have
gained wide popularity, most likely due to their ease of
implementation. A finite volume/multigrid PB solver APBS
also enjoys increasing popularity over biochemistry and
biophysical communities recently.2,3 To our knowledge,
APBS is the first program to enable distribution of PB
calculations to a great number of processors, thus allowing
extremely large-scale systems to be computed.

On the other hand, algorithms based on the boundary
integral equation (BIE) approach have shown great promise
for their efficiency on scaling and memory requirements.4-6

These methods rely on Green’s theorem and potential theory
to recast the linear PB equation into a set of boundary integral
equations that need to be solved only on the surface of the
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molecule. Therefore, the number of unknowns is reduced
relative to the volumetric discretization in finite difference
and finite element methods. This surface integral equation
idea is not new and was applied in the boundary element
methods (BEM) in the early 1970s for different kinds of
problems. Unfortunately most previous BEM implementa-
tions used Gauss eliminations to solve the resulting linear
system. Even when a Krylov subspace based iterative solver
was used for acceleration, the BEM approach was still limited
by the cost associated with numerous surface integrations
(matrix vector multiplications) that require an order ∼N2

operations for a system with N surface elements. In the last
20 years or so, however, many fast algorithms have been
introduced to efficiently evaluate these convolution type
surface integrations, examples include the FFT-based algo-
rithms (such as the precorrected FFT7,8 and particle mesh
Ewald methods9,10) and the multipole expansion-based
techniques (such as the tree code11,12 and fast multipole
methods13-17). In particular, we want to mention our recent
combination of the new version of the fast multipole method
with the BEM formulation for PB equation, which has been
shown numerically to be faster than existing PB solvers based
on the finite-difference method for relatively large systems.6

However, our earlier implementation of the BEM/FMM
approach for the PB equation adopts a nonadaptive tree
structure for the sake of easy implementation, which is
suitable for fairly uniform element distributions. For the
surface integral equation formulation, as the elements
distribute only on the surface of the molecule, at the lower
levels of the tree structure a large number of boxes beyond
the molecular surface are empty, which significantly com-
promises the computational efficiency of the algorithm
because of the time and storage spent on these empty boxes.
Moreover, the nonadaptive algorithm is more difficult to
strike a load-balance between the number of elements in the
local list (calculated directly) and those in the far-field
(calculated using multipole and local expansions), thus
further reducing its efficiency. By contrast, the adaptive
FMM (AFMM) continues to subdivide boxes only until
the number of elements in a box has reached a predefined
number, thus creating a practically ‘uniform’ partition of
particles in all childless boxes regardless of their sizes.
In this paper, we present an improved implementation of
the PB solver using an adaptive new version of FMM,18

a “node-patch” discretization approach,19 and the Krylov
subspace iterative subroutines from the open source
package SPARSKIT.20 The resulting adaptive solver shows
not only more efficient use of the memory but also significantly
improves the load-balance between the local and far-field
calculations, thus leading to faster calculation by several fold.

This paper is organized as follows. In Section 2, we
describe the boundary integral equation formulation for the
linearized PB solver. In Section 3, the “node-patch” dis-
cretization scheme is introduced to further reduce the number
of unknowns. In Section 4, we discuss the Krylov subspace
subroutines used in our solver, in particular, the package
SPARSKIT and its convenient “reverse communication
protocol”. In Section 5, we briefly discuss the adaptive new
version of FMM. In Section 6, numerical results are presented

to benchmark the efficiency and accuracy of the solver, and
finally in Section 7, we conclude this paper and discuss how
to further optimize the solver using optimized oct-tree
structure based on “spectral graph theory”21 and parallel-
ization on multicore multiprocessor computers.

2. Boundary Integral Equation Formulations

The Poisson-Boltzmann equation takes its most standard
form as

When the electrostatic potential φ is small, the linearized
PB equation can be obtained as

When Green’s second identity is applied, traditional
boundary integral equations for the linearized PB equation
for a single domain (molecule) can be written as,

where φp
int is the interior potential at position p of the

molecular domain Ω, qk is the kth source charge, and S )
∂Ω is the molecular boundary. There are a variety of ways
to specify the molecular boundary (solute-solvent dividing
surface), and it is known that different specifications of the
boundary can lead to very different results (see, e.g., ref 22).
This is a practically important issue but is beyond the scope
of this work. The particular surface types used in this work
will be noted in the later sections when encountered. φp

ext is
the exterior potential at position p, Dint is the interior
dielectric constant, t is an arbitrary point on the boundary,
and n is the outward normal vector at t. In the formulas, Gpt

and upt are the fundamental solutions of the corresponding
Poisson and Poisson-Boltzmann equations, respectively.
When point p approaches the surface S, by satisfying the
boundary conditions φint ) φext and Dint(∇φintn) )
Dext(∇φextn), eqs 3 and 4 become a set of self-consistent
boundary integral equations (denoted as nBIEs),

where PV denotes the principal value integral to avoid
the singularity when tfp, f ) φext, h ) ∇φextn, and ε )
Dext/Dint. The coefficient constant Rp is 1/2 for a smooth
surface, and more generally, it depends on the local surface
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geometry at node p. For a vertex of a polyhedron, the
coefficient Rp equals Ap/4π, where Ap is the interior solid
angle at p. The constant of 1/2 has been usually used in
previous BEM/PB work, while we have recently demon-
strated that the use of a geometry-dependent coefficient
significantly improves the overall numerical accuracy for the
potential evaluation.19

The derivative BIEs (dBIEs) can be obtained by linearly
combining eqs 5 and 6 and their derivative forms (for smooth
surface case).

where n is the unit normal vector at point t and n0 is the unit
normal vector at point p. The dBIEs lead to a well-
conditioned (Fredholm second kind) system of algebraic
equations. When Krylov subspace methods are applied to
such systems, the number of iterations remains bounded even
for a large number of elements. In our former work, we
extended this form to systems of more than one separated
molecules and provided a set of corresponding equations for
force calculation.6

3. “Node-Patch” Discretization

After a typical triangular discretization, eqs 7 and 8 become

where T is the total number of discretized patches of the
combined boundaries, while 2T represents the total unknowns
of the system (i.e., f and h), and ∑k encompasses all the
source charges of the system. The corresponding coefficient
matrices are defined as follows:

where the integrations are performed on the small patch ∆St.
To obtain the above form, f and h are assumed to be constant

in each ∆St patch. When p and t are nearby patches, eq 11
is performed by direct integration, otherwise the kernel for
each patch integral is taken as a constant. The patch
properties such as the normal vector and area are determined
by the discretization method. A “node patch” discretization
is employed in this work and will be described in the
following paragraphs. In a typical iterative solution of the
linear system eqs 9 and 10, the matrix-vector multiplication
(first summations in eqs 9 and 10) needs to be performed in
every iteration step, which accounts for the major compu-
tational cost. However, these computations can be conve-
niently accelerated by using FMM: for all the local pairs of
p and t as defined in the FMM oct-tree structure, direct
integration is performed over the corresponding patches,
while the far-field calculation is achieved through the
multipole expansion approximation. In addition, FMM is also
used in the summation over all the source point charges as
appeared in the last terms in eqs 9 and 10.

There are two ways to treat the unknown f (or h) in the
BEM approaches. The first is the so-called “constant ele-
ment” approach which treats f (or h) as a constant on each
element (face). Thus, the number of unknowns equals to the
number of elements. Alternatively, f (or h) on each element
can be obtained by linear interpolation from the unknowns
of the three constituent nodes (also known as linear element
approach), in which the number of unknowns equals the
number of nodes. It is easy to show that, compared to the
“constant element” approach, the “linear element” one leads
to a reduction of the total number of unknowns by ap-
proximately a factor of 2, but a major disadvantage of the
node-based approach lies in the introduction of additional
complexity in its numerical implementation. In a recent
communication, we introduced a node-patch scheme that
appears to enjoy the benefits of both methods.19

The idea of the “node-patch” approach is to construct
a “working” patch around each node instead of directly
using the facet patch (element). We further assume that f
(and h) is constant on this new “node-patch”. A simple
way to construct these new patches is illustrated in Figure
1, in which a “node patch” is constructed around the ith
node that has five neighboring elements. The new patch
is defined by the area encircled by a sets of points
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Figure 1. A “node patch” around the ith corner enclosed by
the dashed lines is constructed on a triangular mesh. O and
n are the centroid and normal vector of an element respec-
tively, and C is the middle point of an edge.
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{O1, C1, O2, C2, ...O5, C5, O1}, where {Ol, l ) 1, ..., 5} are
the centroids of the five adjacent triangles, and {Cl, l ) 1, ...,
5} are the midpoints of the five joint edges. It is easy to
show that each triangular element contributes one-third of
its area to the new “node-patch”. Consequently, the far-field
integrals on the new patch ∆Si become

where nl is the unit normal vector of the lth neighboring
element, ∆Sl is the area of the lth adjacent triangular element,
all the neighboring elements of the ith node form a set {L},
and ∆Si

b should be considered as a vector. For near-patch
integration, a normal quadrature method is used as in the
constant element method. Similar treatments apply to the
integrations for the kernel u and its derivative, as well as
for the second-order derivative terms if the dBIEs are used.

There are three main advantages of this “node-patch”
approach in BEM. First, as aforementioned, because of the
reduction of the total number of unknowns when compared
to the constant element method, the computational cost of
solving the resulting linear system is accordingly reduced.
The only additional computation is associated with the
preprocessing of the geometric coefficients ∆Si

a and ∆Si
b in

eqs 12 and 13. This, however, only constitutes a negligible
portion of the total PBE solution time, and the geometric
coefficients can also be saved for repeated use in iterative
solving procedures. The second advantage, which is not so
explicit, lies in the fact that relative to the linear element
method, the “node-patch” method is significantly more
efficient in searching and indexing the local list when used
with any practical matrix storage format such as the
Harwell-Boeing sparse matrix format or modified sparse
column (row) format. Finally, in the “node-patch” method,
the same as in the constant element method, the source and
target are the same set of points, the nodes, which makes it
straightforward to use any currently available FMM. Oth-
erwise, if the source is different from the target as in
the linear element method (where the convolution is done
between two sets of data: the nodes and the quadrature
points), still extra effort will be necessary to optimize the
current FMM code to achieve comparable efficiency.

4. Krylov Subspace Methods

The discretized eqs 9 and 10 form a well-conditioned
Fredholm second kind integral equation system, and a
common practice for its efficient solution is to use Krylov
subspace-based iterative methods. As the Fredholm second
kind operator consists of an identity operator plus a compact
operator whose eigenvalues only cluster at 0, it is well-known
that the number of iterations in the Krylov subspace methods
will be bounded, independent of the number of nodes in the
discretization. Hence, the total number of operations required
to solve eqs 9 and 10 is a constant (representing the number
of iterations) times the amount of work required for a matrix

vector multiplication. As will be discussed in next section,
when the new version of fast multipole methods (FMM) are
applied, the matrix vector product only requires O(N)
operations with an optimized prefactor; therefore, the linear
equation system can be solved in asymptotically optimal
O(N) time.

Given an initial iterate x0, the Krylov subspace method
solves the linear system Ax ) b by iteratively minimizing
some measure of error over the space x0 + Kk, where Kk )
span{r0, Ar0, A2r0, ..., Ak-1r0} and r0 is the initial residual
usually defined as r0 ) b - Ax0. On the basis of different
measures of the error and different types of matrices, there
are many different implementations of the Krylov subspace
method. As the matrix A in eqs 9 and 10 is nonsymmetric
and there is no fast algorithm for multiplying the transpose
of A with an arbitrary vector, in our solver, we have tested
four different Krylov iterative subroutines from the open
source package SPARSKIT developed by Saad and collabora-
tors.20,23 These are the full GMRES, the restarted GMRES,
the biconjugate gradients stabilized (BiCGStab) method, and
the transpose free QMR (TFQMR). Our preliminary numeri-
cal experiments show that all these solvers perform well in
most cases, and not surprisingly, the full GMRES seems to
perform the best. Also, as will be shown in Section 6, the
number of iterations using the iterative solvers in SPARSKIT
is often less than the numbers we observed in our previous
implementations in which a different Krylov subspace
package is used, partly because of our optimized initial guess
and a few other improvements in the present code.

An interesting feature of the iterative solvers in SPARSKIT
is the so-called “reverse communication protocol” (confer
the ITSOL directory in SPARSKIT20), which avoids having
to call the matrix vector product subroutine from inside the
Krylov solver. Instead, the Krylov solver provides a vector
and asks for the matrix vector multiplication result as future
input. Therefore, it is unnecessary to pass the parameters in
the FMM subroutines to the Krylov solver, which means
easier interface between the FMM and SPARSKIT, and
easier memory management.

5. Adaptive Fast Multipole Methods

The fast multipole method was first invented by Greengard
and Rokhlin in 198713 for the fast evaluation of the Coulomb
interactions of N particles. For any given cluster of particles,
as the far-field potential due to these particles is a smooth
function and can be represented by a few terms of spherical
harmonic expansions in 3D (the Laurent expansions in 2D),
the interactions can therefore be efficiently accounted for
using a divide-and-conquer strategy as follows: first, an oct-
tree structure is generated so each childless box (leaf node)
only contains a few particles; next, an upward sweep is
executed to form the multipole expansions which carry the
far-field information for all boxes, by using the particle
information directly for the childless boxes, and by shifting
the children’s multipole expansions to parent level boxes
(multipole-to-multipole); third, a downward sweep is used
for each box to gather far-field information which is stored
in a local expansion. At each level, the box first obtains very
far-field information from its parent using a local-to-local
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translation and then shifts the multipole expansions from the
“interaction list” (far-field boxes of itself which are not far
field of its parent) to its local expansion (multipole-to-local);
fourth, the local expansions of the childless boxes are
evaluated at each particle location to account for all the far-
field particle interactions; finally, the local particle interac-
tions are evaluated directly. Notice that the number of boxes
is O(N) and the amount of work for local direction interac-
tions is also O(N); therefore, the algorithm is asymptotically
optimal O(N).

However, because of the large number of boxes in the
interaction list and O(p2) operations for each multipole-to-
local translation when p terms are used in the expansion,
many numerical implementations reveal that the 1987 version
of FMM is less competitive compared with other methods
including the PME9 and tree code,12,24 and the prefactor in
O(N) is often >10 000. To further accelerate its performance,
in 1997, a new version of FMM was presented by Greengard
and Rokhlin for the Laplace equation,14 in which exponential
expansions are introduced to diagonalize the multipole-to-
local translations, and a “merge-and-shift” technique is used
to further reduce the number of such translations. Numerical
experiments show that the new version of FMM breaks even
with direct calculation when the number of particles n )
500 for three digit accuracy, and n ) 1000 for six digits for
Coulomb interactions. In our previous work,6 the new version
of FMM was implemented for the Laplace and linearized
PB equations for the efficient calculation of electrostatic
interactions. As far as we know, this was the only LPB solver
using the new version of FMM.

In this paper, we further improve our solver by using an
adaptive new version of FMM. Unlike our previous imple-
mentation where a uniform oct-tree is generated, we remove
those empty nodes in the oct-tree structure by only subdivid-
ing a box when the number of particles it contains is more
than a prescribed number. Notice that this is important as
all the unknowns are only located on the surface of the
molecule. Figure 2 schematically shows a 2D adaptive tree
structure for a circular boundary problem. There would be a
total number of 256 smallest boxes when using 4 levels of
box subdivisions in the uniform quad-tree structure, while
only 64 boxes on the circular boundary are counted for in
the adaptive tree structure. As shown by our preliminary
numerical results in next section, the adaptive tree structure

not only improves the efficiency of the code but also reduces
the required memory storage so larger problems can be
computed.

Instead of discussing technical details of the adaptive new
version of FMM, we refer the readers to existing literatures.
The new version of FMM was introduced in ref 14 for the
Laplace equation, the corresponding adaptive version was
discussed in ref 16, the new version of FMM for the
linearized PB equation (also called Yukawa or modified
Helmholtz equation) was discussed in 17, and our LPB solver
using a uniform oct-tree structure was presented in ref 6.

6. Benchmarks

A. A Spherical Cavity. The first system selected is a point
charge located at the center of a spherical cavity. We examine
the accuracy of the algorithm at different discretization
resolution by comparing the calculated energy and potential
to those from the analytical solution. We first note that for
any relatively uniform particle distribution, AFMM and
FMM maintain almost the same level of accuracy because
the error is largely dependent on the box level and the
number of terms used for expansion but not on how the data
structure is represented, i.e., an adaptive vs nonadaptive tree
structure. This is confirmed by the results displayed in Figure
3 that for both the energy and potential calculations the data
lines obtained with AFMM overlap with those with FMM.
It is also worth noting that the energy and potential
calculations show similar errors, both of which reduce
roughly linearly as the element size decreases. The energy
and potential calculations converge with a relative error
<0.2% when the surface mesh resolution is finer than 0.25
Å2 (the surface area of a single triangular panel). At any
given mesh resolution, the numerical error is bounded with
the FMM (for far-field calculation) and the local numerical
integration, but how the resolution and quality of meshes
might affect the accuracy of the calculation is somewhat more
difficult to quantify. While very good converging behavior
(and well-defined converging resolution) is observed here
for a spherical case, the calculations are performed on a
single charge with a perfect geometry. Therefore, further
studies would be necessary to assess the convergence
criterion for more complex biological systems.

Figure 2. A schematic 2D adaptive tree structure. Figure 3. Accuracy of energy and potential calculations with
the conventional and adaptive solvers. The relative errors of
surface potentials are averaged over all node points.
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A particular advantage of the adaptive algorithm, when
compared to the nonadaptive one, is its lower memory usage.
This is due to the fact that in a nonadaptive tree structure,
when the elements only distribute on the surface as in BEM,
a large number of boxes beyond the molecular surface are
empty, leading to unnecessary memory usage for storing
these empty boxes and their associated expansion coef-
ficients. By contrast, the adaptive FMM continues to
subdivide boxes only until the number of elements in a box
has reached a predefined number, thus creating a practically
‘uniform’ partition of particles in all childless boxes regard-
less of their sizes. In our PB solver, the memory taken up
by the FMM part constitutes a considerable part of total
memory usage. But to what extent depends on how much
information for local-field calculations the BEM saves during
solution of the PBE. We here estimated the memory usage
in a stand-alone FMM code for a test case where all the
particles uniformly distribute on a spherical surface. Our
results show a memory reduction of >10 fold with a 5-level-
subdivision of the box, or more generally a reduction of
∼2n-1 fold when level n is greater than 6. In any real PB
calculation, the above simplified analysis is not valid
anymore because of several contributing factors, such as
nonideal shape and/or charge distribution of the system, and
additional memory usage by the other part of the program,
but the overall trend remains evident that the adaptive
algorithm still uses less memory than that of the nonadaptive
one (Table 1). The comparison becomes even more favorable
toward the adaptive solver when the subdivision becomes
finer and/or the system size becomes larger. Because of this
improvement, the PB calculations can now be performed on
our desktop computer for systems with much more surface
elements (e.g., 163 842 and 655 362 in Table 1) than what
can be handled previously by the nonadaptive solver. For
both solvers, the node-patch approach is used.

Furthermore, the adaptive FMM can strike a better load-
balance for treating elements in the local list (calculated
directly) and those in the far-field (calculated using expansion
coefficients), while in the nonadaptive algorithm the partition
between the local and far-field elements is greatly limited
by the power growth of memory (∼8n) as the number of
levels n increases in an oct-tree data structure. As shown in
Table 1, with 655 362 surface elements, the adaptive solver
can handle a maximum tree level of 9 without causing any
memory overflow problem on our 8-gigabyte desktop
computer. However, for the nonadaptive algorithm, the
maximum level that can be handled is only 6 (data not
shown). Further tests reveal that level 9 enables the most

balanced local and far-field calculations, thus is optimal for
this particular case. When the calculation is otherwise
performed at level 6, the FMM calculation is very unbalanced
in a sense that too many elements are assigned to the local
list for direct calculation. Specifically, the direct calculation
takes more than 90% of the total computing time, while the
far-field part takes less than 5%. The poor load-balance
significantly compromises the overall efficiency of the
calculation. For most of the calculations, an average speedup
of 2-3 fold has been observed by using the adaptive
algorithm, while better performance is generally expected
for larger systems. Therefore, as compared to the nonadaptive
solver, our new adaptive implementation not only makes
more efficient use of the memory but also increases the
calculation speed quite significantly.

B. Acetylcholinesterase Tetramer. As a representative
protein system, we chose the acetylcholinesterase tetramer,
which contains 36 638 atoms with a dimension of 135 Å ×
112 Å × 115 Å (Figure 4). The molecular surface (also
known as the solvent-excluded surface), which is the surface
traced by the inward-facing surface of the probe sphere, is
used as the boundary. The surface discretization using
MSMS26 resulted in 124 254 triangular elements and 62 095
nodes. Both the adaptive and nonadaptive solvers can handle
this system well on a typical 2008 desktop computer, giving
very comparable solvation energy (see Table 2). It would
have seemed surprising at the first sight that the adaptive
solver uses almost the same amount of memory as the
nonadaptive one, but when you note that far more levels of
box subdivision are used by the adaptive solver than the
nonadaptive one, the seemingly conflicting results are
actually easy to understand. Because of its ability to involve
more tree levels, the new adaptive solver runs about 7 times
faster than the old one, one of the greatest speedups observed
in all our test calculations. The main reason for the observed

Table 1. Performance Comparison on a Spherical Cavity
Case at Different Level of Discretization Resolution

CPU (s) memory (megabytes) max. level
number of
elements AFMM FMM AFMM FMM AFMM FMM

162 0.05 0.13 2.7 2.7 3 2
642 0.21 0.62 7.0 7.9 4 3
2562 0.89 2.66 24.4 54.0 5 3
10242 4.63 11.44 113.3 241.0 6 4
40962 19.26 57.73 511.8 935.0 7 5
163842 78.35 - 2152.1 - 8 -
655362 1051.20 - 7900.7 - 9 -

Figure 4. Electrostatic potential surface of the acetylcho-
linestase.

Table 2. Performance Comparison on the
Acetylcholinesterase Tetramer

old FMPB AFMPB

solvation energy (kcal/mol) -8341.3 -8342.4
CPU time (s) 695.5 94.2
memory (gigabytes) 1.40 1.05
max. level 6 9
number of iteration 18 15
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acceleration as aforementioned is because the new solver
can have a more balanced work load for both the local and
far-field computation. By contrast, the old nonadaptive solver
cannot run with more than 6 levels, thus leading to a too
heavy local computation load. Another acceleration factor
comes from the reduction of the iterative steps (Table 2) in
solving the linear system by using SPARSKIT as analyzed
above.

C. 30S Ribosome Subunit. Finally, we show the results
of a 30S ribosome system (PDB code: 1fjf25), which is
nontrivial to compute with other or our earlier PB solvers
using a serial version on a desktop, because of its far greater
memory requirement. The 30S ribosome subunit consists of
21 peptides and a 1540-nucleotide RNA subunit, with a total
of 88 431 atoms (including hydrogen atoms) and a dimension
of 211 Å × 177 Å × 200 Å (Figure 5). Because of its size,
the software MSMS fails to generate a molecular surface
mesh for ribosome. So, the Gaussian surface, which is a
level-set of the summation of the spherically symmetrical
Gaussian density distribution centered at each atom of the
molecular, is used as the molecular boundary, and the surface
discretization is performed using the software Gamer.27 The
surface discretization results in 343 028 triangular elements
and 171 288 nodes. The edge length resolution is about 1
Å. The whole computation takes ∼21 min on our desktop
machine (Intel(R) Xeon(TM) CPU 3.00 GHz, 4GB memory),
with a memory usage of 2.6 GB. An 11-level tree structure
is used for optimal efficiency, and 92 iteration steps are taken
to obtain a converged solution. Figure 5 shows the computed
electrostatic potentials mapped on the molecular surfaces of
the 30S ribosome.

7. Conclusions

We have described a new implementation of our BIE-based
PB solver that uses an adaptive FMM for accelerating the
N-body type surface integration. Other salient points of our
current implementation include (1) the well-conditioned
formulation that is extended to multidomain systems, (2) the
development of an efficient patch-node scheme for surface
discretization, and (3) efficient use of Krylov subspace method
for iterative solution of the linear system. The adaptive FMM
reduces the total number of boxes by using nonuniform oct-
tree structure and thus leads to significant reduction in

memory usage. Because of its ability to keep a better load-
balance for the local and far-field calculations, the speedup
is also quite significant when compared to our earlier version
of the nonadaptive solver.

The resulting solver was tested with several applications.
The accuracy of the new algorithm was first examined by
direct comparison with the analytical solution of a point
charge located at the center of a spherical cavity. It is found
that the solvation energy of our spherical cavity with radius
50 Å converges with a relative error <0.2% when the surface
mesh resolution is below 0.25 Å2 of each triangular element.
Our new PB solver significantly outperforms our earlier
nonadaptive solver and shows a stronger linear growth of
both memory and computational cost with the number of
unknowns. Primarily because of more efficient memory
allocation, the new solver enables very large-scale calculation
to be executed on a typical 2008 desktop machine. A PB
calculation on the 30S ribosome (88 431 atoms) illustrated
the capability of the code. The new solver is also very
suitable for doing calculation on large-scale biomolecular
assembly or complex systems that comprise a set of
molecules with large separations between them, though we
do not show any test calculation for such cases. Further
applications of the methodology are in progress, including
the coupling with molecular dynamics/Brownian dynamics
simulation and other continuum models for studying mo-
lecular interactions and dynamics of biological systems.

However, in order to perform dynamics simulation or study
other electrostatics-controlled dynamical process, our code
needs further improvement. To do this, our current efforts
include (1) generating an optimized oct-tree structure using
spectral graph theory,21 and (2) parallel implementation of
the code on computers with shared and/or distributed
memory. Another important direction is to come up with a
more efficient way to generate molecular surfaces, which
seems to be the current bottleneck for performing a fully
dynamical simulation (PB solution at every time step).
Finally, the surface specification itself is an important and
open issue as aforementioned. As the general practice in
BEM, this work uses a single surface separating the solute
and the solvent. On the other hand, in many finite-difference
methods, a second surface, the so-called Stern layer, is
introduced to account for the fact there is a layer in the
solvent to which mobile ions cannot access. Complicated
by some other factors (parameters) in the setup of a PB
calculation that can also affect the final results, it is hard to
conclude thus far which surface specification is the best.
Likewise, the surface model adopted in BEM will need
further tests and comparisons with experiments or other more
accurate computations.
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Abstract: Hybrid QM/MM calculations were performed on a circular macropeptide (kalata B1,
PDB ID 1NB1) containing three disulfide linkages, to evaluate their respective reactivities toward
(gas-phase) electron valence-attachment of one and two electron(s). The three disulfide bonds
-CH2-S-S-CH2- were simultaneously described at the MP2/6-31+G**(S),6-31G*(C,H) level of
theory, and the remaining of the 29 residues of kalata B1 were described by the CHARMM27
force field. The one-electron addition is favored on the linkage between cysteine residues 1
and 15, Cys(1-15), by ca. 1 eV over the two other disulfide linkages. The decomposition of the
overall effect into geometrical and electrostatic contributions evidence (i) the key role of an
arginine (R24) and (ii) a weaker geometrical penalty for elongating the nonstructural Cys(1-15)
linkage. The addition of a second electron leads to the formation of the dithiolate Cys(1,15),
favored by more than 1 eV over other adducts (either dithiolates or diradical dianionic species).
This can be traced back to a structural reorganization, with a flip of R24 side chain. Its positively
charged extremity points almost equidistantly toward one thiolate -CH2-S-, hence stabilizing
this dianion.

I. Introduction

The existence of three-electron two-center (2c-3e) bonds has
been postulated by Pauling1 as early as 1931. An elegant
theory was derived five decades later for predicting the
relative stability of such hemibonded species2 and was
closely related to experimental data.3 Their stability has been
proved by a wide range of technics (pulse radiolysis,4-6

electron spin resonance,7 laser flash photolysis,4 electro-
chemistry),8 with a typical dissociation energy (ca. 20-30
kcal/mol) allowing a proper observation.

A strong motivation for the study of 2c-3e systems lies in
their importance in reactivity of biological systems. For

instance, they serve as ‘relay stations’9 in ubiquitous electron
transfers.10,11 Special importance is given to disulfides,
because of their essential role for structure and reactivity of
proteins. These radical anions (noted 2S-3e) have thus been
intensively studied, either on model organic compounds,12-16

organometallic complexes,17,18 and biological systems, in
which they have been recognized as long-lifetime inter-
mediates.19,20

One would like to gain insight into the factors governing
the formation, the stability and the outcome of these transient
2S-3e intermediates in a complex environment. Recently
enough, Weik and co-workers have nicely demonstrated
using X-ray synchrotron radiations the high specificity of
low-energy electrons addition,21 with a valence attachment
on low-lying σ* (SS) orbitals. Quantum calculations, along-
side with topological analysis,22 offer a complementary view,
often more quantitative, on the structure and reactivity of
the 2S-3e intermediates. Many questions remain answerless
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§ Present address: Research School of Chemistry, Australian

National University, Canberra ACT 0200, Australia.

J. Chem. Theory Comput. 2009, 5, 1700–17081700

10.1021/ct900093h CCC: $40.75  2009 American Chemical Society
Published on Web 04/30/2009



concerning their formation, which is directly quantified by
the electron affinity (EA). This intriguing reaction is formally
simple and presents two key characteristics (cf. Figure 1):
the drastic disulfide lengthening (by ca. 0.7 Å) and the charge
difference between the reactant and the product. This gives
rise to two major contributions, geometric and electrostatic,
that both impact EA. Striking examples have been reported
for the huge modulation by the following:

1. the conformational strain or topological frustration that
strongly favors an electron uptake.23-25 This purely
geometric effect enhances EA by ca. 1 eV for a Cys-
Gly-Pro-Cys motif (CGPC), which forms the active site
of Trxh1, an antioxydant enzyme from the thioredoxin
superfamily.

2. the secondary structure, for instance the effect of a
R-helix dipole (+0.9 eV for an Ala12 grafted on CGPC,
constituting a peptidomimetic for Trxh1),26

3. a point charge of +1 au even at a distance of 10 Å27

or, more realistically, a charged residue in the vicinity
of a disulfide (accounting for ca. 2.0 eV from the Lys40
residue of Trxh1).28

These simple considerations usually suffice to conclude
on the relative reactivity of two highly similar disulfide
bridges, e.g. to discuss mutation effects. Indeed, most of the
available results so far have focused on Trx enzymes
possessing a unique, highly reactive, disulfide linkage.24,28

But several other questions naturally arise as a mutiply
disulfide-linked protein is considered, e.g. Torpedo Acetyl-
choline Esterase (TAchE) in the original paper by Weik and
co-workers.21

The first question concerns the relative order of reactivity
of disulfides, with an inner competition to treat. Redox
reactions do not involve a flow of electrons but rather one
(or two), whose attachment is highly specific.

Other questions arise for the addition of a second electron.
At first sight, the beautiful X-ray structure of irradiated
TAchE, with each of its three disulfides in radical anionic
form, may suggest that n successiVe electron additions on n
disulfide linkages results in the formation of n radical anions.
But the electron uptake could also occur on a 2S-3e bond,
forming a dithiolate, especially in solution with no packing
effects. Such a cleavage results in a fragmentation of the
protein. Calculations provide a reliable way to gain some
insights on the electronic pathway (inner competition, cf.
Figure 1) for the second EA, while no information can be
inferred from experimental data as all disulfide bridges are
inevitably damaged under radiation process. For instance,
quantum mechanics (QM) calculations on the isolated active
site of TAchE prove the constrasted disulfide reactivity.20

In this study, we have undertaken a systematic study of
two successive electron attachments on a small circular
macropeptide, widely studied in the literature, kalata B1
(kB1). It is the prototype of the cyclotide family, small
disulfide rich macropeptides isolated from plants. The three-
dimensional structure (Figure 2) is well-defined with a cyclic
backbone (Mobius type with a cis proline) and three
interlocking disulfide linkages, forming a highly characteristic
cystine knot motif. The latter not only maintains the circular
compact folding (thermal stability) but also enhances dis-
ulfide reactivity because of the constrained topology. A whole
line of research now consists in tuning in a controlled way
infectiologic properties of cyclotides (HIV inhibitors,29

antimicrobial).30

Some of the proper characteristics of cyclotides make them
perfect candidates, in the context of this study, with several
advantages over other systems, notably the following: three
disulfides linkages at first sight rather similar, a circular
structure that bypasses the need to cap the N- and C-terminal

Figure 1. Schematic view of the possible outcomes of the stepwise two-electrons addition on a two-disulfide linked system.
The square box represents the proteinic environment. The inner competition between the two disulfide bonds for the first electron
uptake, with formation of radical anions (RA), is addressed by computing the respective adiabatic electron affinities AEA1. Similarly,
the addition of a second electron can form either a dithiolate (two possibilities DT1 or DT2) or a diradical dianion noted DD(1,2).
Relative energies are computed to gain insights on such competitions.

Two-Electron Capture on a Multiply Disulfide-Linked Protein J. Chem. Theory Comput., Vol. 5, No. 6, 2009 1701



residues, and, first and foremost, a wealth of experimental
information.31-34

We built up in recent works23,24,26 a methodology specifi-
cally tailored to accurately describe electron attachment on
disulfide-linked systems, which is recalled in Section II. The
selectivity of the first one-electron addition (inner competi-
tion) is analyzed with three different steps in Subsections
3.1, 3.2, and 3.3. The addition of a second electron is treated
in the last Subsection (3.4); all possible adducts (nine) are
considered to identify the electronically most stable product.

II. Computational Methodology:
QM/MM Scheme

Due to the relatively large size of kB1 (29 residues, 376
atoms) and the high level of theory needed for describing
electron attachment on disulfide bonds, hybrid Quantum
Mechanics/Molecular Mechanics (QM/MM) methods offer
a near-optimal approach. Moreover, they enable a decom-
position of the overall EA into geometric and electrostatic
contributions, as detailed in the last Subsection.

A. QM Description of 2S-3e Bond and Definitions of
Relative AEAs. Explicit treatment of electron correlation is
essential for an accurate description odd-electrons bonds.
Second-order Møller-Plesset perturbation theory (MP2)35

has proved its reliability for a proper description of 2S-3e
bonds.36,37 First adiabatic electronic affinities (AEA1) of
optimized structures were defined, as usual, as the difference
between energies of the optimized reactant (neutral com-
pound, N) and product (radical anion, RA):

AEA1 ) E(N) - E(RA) (1)

AEAs have proved to be highly sensitive to the basis set,38

which needs to be carefully calibrated to treat neutral and
anionic species on the same footing. In contrast, relative
values ∆AEA are stable as soon as the basis set includes
diffuse functions on the sulfur atoms — one benefits from a
cancelation of errors.24,25 They were defined with respect to
a L,L-cystine capped by acetyl and N-methylamide (cf. Figure
3), which we chose as a reference (cf. eq 2).

∆AEA ) AEAkB1 - AEAL,L-cys (2)

In this study, we chose a mixed Pople basis set, with
6-31+G** on sulfur and 6-31G* for carbon and hydrogen
atoms.

B. Two-Layers Partioning of a Disulfide-Linked Pep-
tide: QM/MM Scheme and Classical MM Description.
A double proximal CR–C� frontier is defined, isolating the
-CH2-S-S-CH2- fragments of the three cystines (cf. Figure
3), within a hydrogen link-atom (HLA) scheme.39,40 The
scaling factor corresponding to the ratio between R(C� -
HLA) and R(CR - C�) is fixed to 0.71.

The MM surrounding is described with the CHARMM
force field using the CHARMM27 parameters for pro-
teins.41-43 The van der Waals parameters of the QM atoms
are set to the values defined for the corresponding atom type
of the force field. To avoid an overpolarization of the C�-
HLA bonds, the nearby CR point charge, qCR, initially equal
to 0.07 e, has been set to zero. The overall electroneutrality
of the MM part is ensured by a redistribution on the nitrogen
(-0.47f -0.435 e) and carbon (0.51f 0.545 e) neighbor-
ing atoms — cf. Figure 3. We checked on L,L-cystine and
diethyldisulfide26 that this operation does not impact relative
electron affinities. The placement of a frontier along a
covalent bond inevitably introduces an artifact. But, we have
recently discussed the frontier effects on a model compound
(diethyldisulfide)24 and established the stability of relative
energies with respect to the level of theory.

In this study, the high-level QM part corresponds to the
union of the three -CH2-S-S-CH2- fragments, which defines
a global wave function. Very similar geometric and energetic
data for the additions of (i) one electron and of (ii) a second
one on the same linkage (formation of a dithiolate) are
obtained whether the QM part is limited to a single cystine

Figure 2. Cartoon representation of kalata B1 (PDB ID
1NB1). No proper secondary structure is defined because of
the sequence short size and the cystine knot motif (interlock-
ing arrangement of the three disulfide linkages Cys(1-15),
Cys(10-22), and Cys(5-17) — labeled SS1, SS2, and SS3
on this scheme and represented with (yellow) balls). The latter
imposes a tightly bent cyclic structure (backbone in cyan), with
a Mobius topology (cis proline). Arginine R24, serine S18, and
glutamate E3 side chains strongly tune disulfide electron
affinities and are labeled and depicted with (purple) sticks.

Figure 3. QM/MM partition adopted for describing electron
addition on a disulfide linkage, illustrated on the capped L,L-
cystine. This prototypical peptide constitutes the reference
compound in this study. Wavy lines denote the CR–C� bonds
which have been defined as QM/MM frontiers in this work.
Atoms in bold (red) are treated with the MP2 method. Arrows
indicate the charge redistribution ensuring the electroneutrality
of the system. Terminal capping groups (NHMe and COMe)
are indicated in blue.
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or encompasses the three cystinyl fragments — cf. Table 2,
Supporting Information, showing that having multiple QM/
MM boundaries (six) does not induce any additional error.

Hybrid QM/MM calculations were performed with a
modified version of the Gaussian 03 series of programs44

linked to the Tinker software45 for the MM calculations. Final
geometrical parameters are given in angstroms (Å) and
degrees. rmsd between neutral and (di)anionic forms were
computed following the method of Kabsch46 as implemented
in the VMD software47 — hydrogen atoms were excluded.
The keyword guess ) alter was used to force the initial SCF
guess, thus obtaining each specific localized radical anions
(RA), diradical dianions (DD), or dithiolates (DT). No spin
contamination was observed for RA, with values of 〈S2〉 never
greater than 0.77 (to be compared to the exact value of 0.75).
DD can be found either in the triplet or the singlet states.
For triplet states, 〈S2〉 values were never greater than 2.03
(to be compared to the exact values of 2.00), such that, again,
no contamination spin will affect our results. The latter is
observed for singlet states (〈S2〉 up to 1.04) but does not affect
the energetic results since singlet–triplet energy difference
is negligeable (less than 1 kcal/mol, systematically in favor
of the triplet state) was observed.

Cartesian coordinates for the NMR solution structure
of kalata B1 were employed (PDB ID 1NB1). Each of
the 20 experimental lowest energy geometries lead to the
same 3D structure after classical optimization. Classical
preoptimizations were performed using the minimize
procedure of the TINKER suite of programs, with the
lowest convergence criterion implemented — rms gradient
of 0.1 kcal/mol/Å. All 20 NMR structures provide the
same geometry of neutral kalata B1 (rmsd ranging between
0.257 and 0.332 with respect to PDB initial geometries).
Starting from this structure of neutral kB1, QM/MM
optimizations were performed for each electronic state (N,
RA, DT, or DD): all residues (backbone and side chains)
were varied, and the convergence was tested against
standard criteria of Gaussian 03. For the neutral state, the
MM and QM/MM optimized coordinate sets states give a
rmsd of 1.311 (hydrogens excluded). We did not explore
the existence of other possible minima. The existence of
other local minima close in energy is unlikely because of
the circular and very rigid structure of kB1. Only its side
chains have some geometric freedom.

Amino acids are referred by the conventional one-letter
code hereafter. The protonation state of the two charged
amino acids (E3 and R24) was checked using propKa48,49

(experimental conditions, pH ) 6.1).
C. Decomposition into Electrostatic and Geometric

Components. In our implementation, the QM wave function
is polarized by the electric field created by MM point charges,
which is referred to as electrostatic embedding (EE) hereafter.
EE can be switched off by setting up all MM point charges
to zero: corresponding values are noted AEAf. The two EE-
free values, for kB1 and L,L-cystine, serve as calculus
intermediates to decompose ∆AEA (eq 2) into geometric
and electrostatic contributions. Such that, one can write

Rather intuitively, the mechanical constraint exerted by
the protein on a cystine fragment corresponds to the
difference between kB1 and the linear L,L-cystine, as all MM
point charges are turned off. A residue-by-residue analysis
of individual side-chain contributions to ∆AEAelec is lead
with exactly the same methodology. In contrast with the
aforementioned global procedure, backbone point charges
are not switched off to avoid the creation of an artificial
dipole.57

III. Results and Discussion

Disulfide numerotation requires an arbitrary choice because
of the circular structure of kB1. We followed the convention
of Craik and co-workers, as indicated on Figure 2, with three
linkages Cys(1-15), Cys(5-17), and Cys(10-22), where
Cys denotes cystine. For the sake of conciseness, they are
from now on single-number labeled (respectively SS1, SS2,
and SS3) in that order.

A. Respective Reactivities for the One-Electron Ad-
dition. First adiabatic EA are reported in Table 1 for each
disulfide bridge as well as geometric parameters for neutral
and radical anionic forms. First of all, none of the three

Table 1. Geometrical Parameters (Respectively Bond Lengths, Bending and Dihedral Angles) and First Adiabatic Electron
Affinities AEA1 of kB1a

structure electron affinities

linkage label d(S-S) ∠(S-S-C) τ(C-S-S-C) rmsd AEA1 ∆AEA1 ∆ EA1
elec ∆AEA1

geom

Cys(1-15) SS1 N 2.05 103.0, 106.0 95.5 1.58 0.52 0.78 -0.26
RA 2.75 94.1, 106.8 132.5 0.87

Cys(5-17) SS2 N 2.06 102.8, 101.7 76.4 0.68 -0.38 0.31 -0.69
RA 2.77 97.5, 91.7 70.3 0.23

Cys(10-22) SS3 N 2.06 101.3, 102.9 106.6 0.51 -0.55 0.24 -0.79
RA 2.83 103.6, 104.4 81.7 0.28

L,L-cystine — N 2.05 102.7, 104.7 75.2 1.06
— RA 2.80 95.3, 95.8 66.5

a The level of theory is detailled in the text. Absolute and relative values ∆AEA, with respect to L,L-cystine, are given in eV, for each of
the three disulfide linkages. They are decomposed into electrostatic ∆AEAelec and geometric ∆AEAgeom contributions. N or RA refer to
neutral or radical anionic species. RMSD are reported for each RA with respect to the common neutral reference N.
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disulfide linkages is dissociated upon electron addition, which
has to be noticed as a cleavage of the weak 2S-3e interaction
can be observed in a highly dissymmetric environment.50,51

Moreover, Mulliken spin densities (reported in Supporting
Information, Table 1) are almost equally distributed on each
sulfur center.

Values of ∆AEAs of +0.52, -0.38, and -0.55 eV are
computed respectively for SS1, SS2, and SS3. SS1 is the
most reactive toward electron uptake. One can note that Craik
et al. proved experimentally that this linkage also exhibits
the highest reactivity toward reducing alkylation.33 We24-26

and others5 conjectured a possible analogy between disulfide
electron affinity and redox potential. In contrast, the two other
disulfide linkages are significantly less prone to capture an
electron. How does the proteinic environment tune disulfide
electron affinity, which is either increased or decreased with
respect to L,L-cystine? To answer this question, ∆AEA are
decomposed into electrostatic and geometrical contributions.
Their values, gathered in Table 1, indicate that both effects
importantly impact on AEA. They are examined in the next
two subsections.

B. Residue-by-Residue Decomposition of the Electro-
static Component. The electrostatic modulation from the
highly dissymmetric distribution of charge of the protein is
an important factor orientating the inner competition for an
electron uptake. It is intuitive that the presence of some
charged residues in the vicinity of a neutral disulfide is
decisive, as ascertained and quantified by previous studies.

SS1 is indeed spatially the closest to an arginine, the 24th
residue (R24), the sole positively charged residue of kB1
(Figure 2). Yet, its contribution may be counterbalanced by
other residues (notably E3, the sole negatively charged one
of kB1). Therefore, we performed a more systematic residue-
by-residue analysis.

The individual side-chain contributions ∆AEA1 were
computed, according to the procedure described in Subsec-
tion 2.3. They are monitored in Figure 5, as a function of a
m-th residue whose side-chain electrostatic contribution is
switched off. For comparative purposes, in the intermediate
situation where all point charges of the side chain are turned
off, but the backbone still polarizes the QM wave function,
AEA1

backbone, are rather similar (0.74, 0.98, and 0.71 eV,
respectively). ∆AEA1 are reported in Table 3 of the
Supporting Information as well as distances between disulfide
barycenters and CR positions of each constituting amino acid
of kB1 on its optimized geometry. The following comments
can be made:

1. As expected, R24 strongly enhances AEA, by 3.11,
1.29, and 1.05 eV for SS1, SS3, and SS2. These
increments follow the distances between its CR, and
SS barycenters are 4.83, 8.03, and 10.57 Å, respectively.

2. Conversely, E3 disfavors an electron uptake by 1.76,
1.34, and 2.30 eV, respectively, for SS1, SS2, and SS3,
distant by 7.11, 8.47, and 5.34 Å.

3. The decomposition picks out a third neutral residue,
namely S18, with ∆AEA1 of 0.07, -0.35, and -0.16

Figure 4. Relative energies (in eV) of kB1 products resulting from successive electron addition(s). RA denotes a (disulfide)
radical anion, with the label of linked cysteines. DT (in solid line) refers to nonradical dianions (dithiolates) and DD (dashed
lines) diradical dianions with two 2S-3e bonds. For the latter, singlet and triplet states have approximatively the same energies
and thus do not appear separately. Corresponding numerical values are reported in Table 2. The neutral system (N) is taken as
a reference of energy.
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for SS1, SS2, and SS3 linkages. This is most likely
related to recent observations that serine, one of the
most polar amino acid,52,53 plays a specific role in
tuning the redox potential of -Ser-Cys-Cys-Ser- (SCCS)
motifs.54

4. In contrast, most of the remaining amino acids in the
sequence of kB1 (glycine G, alanine A, valine V,
leucine L, isoleucine I, proline P,... usually classified
as neutral apolar) form an apolar baseline. They do not
significantly impact on EA (variations lower than 0.04
eV in absolute values).

These results draw a simple conclusion, as do Coulomb
laws: the closer the residue and the higher its polarity, the
stronger its impact on electron affinity. Yet, this should not
blur that even nonpolar residues also impact EA, more
indirectly, by defining the secondary and tertiary structures.
In turn, they create the backbone electrostatic field but also
impose a mechanical constraint. The decomposition of
∆AEA1 clearly denotes the importance of the geometrical
effects that are analyzed in the next Subsection.

C. Geometrical Resistance to One-Electron Uptakes.
The geometrical contribution ∆AEAgeom are quantified with
respect to the linear L,L-cystine, for which no steric hindrance
exists, and values for each disulfide are reported in the last
column of Table 1. Generally speaking, its sign can be either

• positive if the disulfide elongation induced by the one-
electron uptake is associated with a release of conformational
strain, hence energetically favoring the anionic form. This
is often the case of sequentially closed cysteines, like Trx.24

• or negative when the drastic disulfide lengthening is
geometrically disfavored — for instance in a designed
hairpin, with more separated cysteinyl residues.24

The negative signs computed for kB1 characterize an
energetic penalty that systematically disfavors the anionic
form. More quantitatively, SS1 differs from the two others
disulfides solely from a geometrical point of view, with a

purely mechanical energetic penalty on ∆AEA roughly
halved (-8.3 vs -15.9 and -18.2 kcal/mol, values reported
in eV in Table 1). This suggests that, as the compact Mobius
structure is enforced, the SS1 elongation induces compara-
tively less defavorable structural changes.58 The higher
malleability of this linkage is further examplified by the
variation of dihedral angle τ(C-S-S-C) by 37 degrees. rmsd
provide a more global measure of the geometrical reorga-
nization imposed by a disulfide lengthening: values are lower
for SS2 and SS3 than for SS1 (respectively 0.23, 0.28, and
0.87 — values in Table 1). This lies in perfect agreement
with experimental studies: Craik and co-workers proved that
the Ala(1-15) mutant of kB1 conserves a very similar
structure to the wild-type protein32 and came to the conclu-
sion that SS2 and SS3 define the structure of cyclotides, while
SS1 is solely responsible for reactivity properties.32

D. Second Electron Uptake: A Competition between
Dithiolates and Diradical Anions. We now discuss the
addition of a second electron, with the competitive formation
of a dithiolate or of a second disulfide radical anion (DT vs
DD). Electronic energies of all nine possible dianions (three
closed-shell dithiolates and six open-shell diradicals, either
singlet or triplet) were computed to identify the most stable
product. Data are reported in Table 2, and energy levels for
neutral, anionic, and dianionic species are displayed on
Figure 4. This diagram indicates, with no ambiguity, that
the formation of the dithiolate SS1 is strongly favored over
other possible adducts, with a spread of ca. 3 eV. The next
paragraph explains how the proteinic environment of kB1
induces this orientation.59

The two main reasons why this contribution is neglected
in this study are as follows: (i) a propKa calculation on the
QM/MM optimized structure of DT1 indicating that no
proton transfer occurs between the dithiolate DT1 and the
R24 residue (whose pKa is 11.24, to be compared to the
reference pKa of 12.50) and (ii) a large distance (5.60 Å)
between the barycenter of S8sS167 and the barycenter of
the N—N segment of R24 extremity. Also, whenever
existing, such a charge transfer will in the first place stabilize
DT1, the lowest energy structure (and the most prone to
charge transfer).

Our results clearly show that the ease of reorganization
of the protein upon disulfide elongation (by ca. 0.7 Å as a
radical anion is formed, or by at least 2 Å for the formation
of a dithiolate) is a decisive factor for the stabilization of a
dianion. We first limit the discussion to dithiolates. DT1 is
the most stable entity, by 1.38 and 2.72 eV over DT3 and
DT2: the larger the distance between the two negatively
charged sulfurs, the lower the energy. (Intersulfur distances,
reported in Table 2 are respectively 6.68, 5.77, and 4.70 Å.)
The local rigidity of the structural SS2 linkage prevents a
spatial separation needed to stabilize the dianion. In contrast,
a close inspection of the optimized geometry of the SS1
dithiolate (Figure 6c), compared to the structures of the
neutral and anionic species (Figure 6a,b), reveals a different
orientation of the R24 side chain. Its positively charged end
-CH(NH2)2

+ points in the direction of the cleaved 1-15
disulfide and helps to stabilize one of the thiolates (C15).
This motion is associated with the formation of a new

Figure 5. Variations of ∆AEA1 for each of the three disulfide
linkages of kB1, as a function of the residue number whose
side chain partial charges are turned off. Values for the most
reactive linkage SS1 correspond to the dashed line with (blue)
triangles, with SS2 and SS3, respectively, correspond to the
(red) square dots and (green) circles. In all cases, the two
charged amino acids (E3, R24) exhibit important contributions,
whose amplitude depends on their distance to the disulfide
barycenter. The remaining of constituting residues of kB1
forms an apolar baseline.
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hydrogen bond network in the vicinity of R24. Both effects
counterbalance the repulsion of the two negatively charged
sulfur atoms. In between, DT3 is also stabilized by a flip of
the P13-G14 �-turn upon the 3.71 Å elongation of the
initially covalent SS — represented in Figure 7. This large
amplitude motion (rmsd value of 1.51, characterized by an
R angle of ca. 80 degrees) induces a flip of the -CH2-S-

side chain of C10. Its sulfur atom rotates to point oppositely
to the other C22 sulfur, whose position remains almost
unchanged.

The most stable of the three diradical dianions, DD(1,2),
could have been predicted from the reactivity order for the

first electron uptake (AEA1, cf. Figure 4). Most likely, the
presence of E3 governs the energetic positions of DD(1,2)
vs DD(1,3).

The latter compound examplifies an interesting structural
outcome. The electron addition on the SS3 linkage induces
a cleavage of the 2S-3e bond of the SS1 radical anion, with
a distance passing from 2.75 to 4.97 Å. R24, initially
equidistant to each sulfur of the SS1 linkage (Figure 6b),
stabilizes one of the thiolates (C1) — the situation is close
to Figure 6c. This evolution can be related to the charge-
assisted electron capture dissocation of disulfide, studied by
both experimental55 and theoretical means.50

One should keep in mind that the formation of a dithiolate,
even energetically favored, would probably not be observed
if crystals of kB1 were irradiated, because the geometrical
relaxation is hindered/prevented in a crystallic structure
(packing effect). Our calculations provide a complementary

Table 2. Geometries, RMSD and Relative Energies (in eV) of Dianionic Forms of kB1 - Dithiolates (DT) or Diradical
Dianions (DD)a

compounds structure

2S+1 linkage(s) d(S-S) ∠(S-S-C) τ(C-S-S-C) rmsd energy ∆E

Dithiolates
DT1 1 SS1 6.68 70.9, 120.5 146.8 1.12 2.47
DT2 1 SS2 4.70 76.2, 83.1 78.2 0.57 -0.25
DT3 1 SS3 5.77 39.6, 109.3 114.2 1.44 1.09

Diradical Dianions
DD(1,2) 1 SS1 2.76 92.1, 99.3 128.8 0.83 0.88

SS2 2.76 91.2, 96.4 68.8
3 SS1 2.76 92.1, 99.3 128.8 0.83 0.88

SS2 2.76 91.2, 96.4 68.8
DD(1,3) 1 SS1 4.97 81.7, 113.8 135.0 1.05 0.40

SS3 2.75 98.1, 93.6 120.6
3 SS1 5.97 94.1, 106.0 120.2 1.51 0.40

SS3 2.76 90.6, 90.6 125.3
DD(2,3) 1 SS2 2.76 94.9, 92.4 62.3 0.64 -0.50

SS3 2.71 50.3, 91.4 118.3
3 SS2 2.76 94.9, 92.4 62.3 0.64 -0.51

SS3 2.72 94.2, 91.4 118.4

a Mulliken spin densities are given in Table 1, Supporting Information. Relative energies ∆E are calculated with the neutral (N) compound
taken as a reference — cf. Figure 4.

Figure 6. Partial view of kB1 optimized structures, centered
on the SS1 linkage. The backbone is displayed with (green)
light sticks, and arginine 24 side chain (R24), which plays a
crucial role in tuning the one- and two-electron uptake, in
bolder sticks. We report for each structure the two lower
distances (in Å) between nitrogens of R24 and sulfurs of C1
and C15. A dissymmetry appears as the disulfide bond is
disrupted (dithiolate DT1), and the side chain of R24 stabilizes
the C15 sulfur thiolate.

Figure 7. Optimized structures of kB1, in the neutral (left side)
and dianionic (right side) forms, centered on the SS3 linkage.
The backbone is depicted with (green) sticks, and the side
chain of proline P13 with purple sticks, while the two sulfur
atoms are displayed with (yellow) balls. Distances are reported
in Å. One notes a large amplitude motion of the P13-G14
�-turn, with a characteristic angle R of ca. 80 degrees.

1706 J. Chem. Theory Comput., Vol. 5, No. 6, 2009 Dumont et al.



view on the competitive formation of one- and two-electron
addition adducts.

IV. Concluding Remarks

In this work, we examplified on the prototypic cyclotide,
kalata B1, how a proteinic environment can dramatically tune
the one- and two-electron reactivity of disulfide linkages.
The factors governing the inner competition for the valence-
attachment or the formation of a dithiolate vs a second
disulfide radical anion, concomitant to a partial unfolding,
are traced back. Both the electrostatic field (largely dominated
by the respective positions of R24, E3, and, in a lesser extent,
S18) and the mechanical constraint intermingle to increase
the electron affinity of one disulfide of the cystine knot motif
for the one-electron addition. This decomposition may
provide useful information for guiding experimental works
aiming at understanding and ultimately tuning in a controlled
way disulfide reactivity (systematic scanning mutagenesis
on cyclotides).56

Comparison is made with experimental studies that also
provide strong evidence for the reactive role of this linkage,
in terms of redox potential. It is quite remarkable that the
same factors seem to govern electron affinity or redox
potential. This nascent similarity of behaviors deserves more
systematic studies, in order to draw a parallel that might lead
to a more unified view of disulfide reactivity.
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Abstract: The cation-π interactions have been intensively studied. Nevertheless, the interac-
tions of π systems with heavy transition metals and their accurate conformations are not well
understood. Here, we theoretically investigate the structures and binding characteristics of
transition metal (TM) cations including novel metal cations (TMn+ ) Cu+, Ag+, Au+, Pd2+, Pt2+,
and Hg2+) interacting with benzene (Bz). For comparison, the alkali metal complex of Na+-Bz
is also included. We employ density functional theory (DFT) and high levels of ab initio theory
including Møller-Plesset second-order perturbation (MP2) theory, quadratic CI method with
single and double substitutions (QCISD), and the coupled cluster theory with single, double,
and perturbative triple excitations (CCSD(T)). Each of the transition metal complexes of benzene
exhibits intriguing binding characteristics, different from the typical cation-π interactions between
alkali metal cations and aromatic rings. The complexes of Na+, Cu+, and Ag+ favor the
conformation of C6v symmetry with the cation above the benzene centroid (πcen). The formation
of these complexes is attributed to the electrostatic interaction, while the magnitude of charge
transfer has little correlation with the total interaction energy. Because of the TMn+rπ donation,
cations Au+, Pd2+, Pt2+, and Hg2+ prefer the off-center π conformation (πoff) or the π coordination
to a C atom of the benzene. Although the electrostatic interaction is still important, the TMrπ
donation effect is responsible for the binding site. The TMn+-Bz complexes give some
characteristic IR peaks. The complexes of Na+, Cu+, and Ag+ give two IR active modes between
800 and 1000 cm-1,which are inactive in the pure benzene. The complexes of Au+, Pd2+, Pt2+,
and Hg2+ give characteristic peaks for the ring distortion, C-C stretching, and C-H stretching
modes as well as significant red-shifts in the CH out-of-plane bending.

I. Introduction

Cation-π interactions have been characterized in a wide range
of contexts,1-4 due to the importance in diverse fields of

chemistry,5 biology,6 and nanotechnology.7 A number of studies
have been reported on the binding of alkali metal cations or
organic cations with ethylene, acetylene, benzene, or other π
systems. These interaction forces have been utilized to design
ionophores and receptors.8 Benzene (Bz) is a good prototype
aromatic compound and serves as a model for the π systems.
Alkali metal cations prefer the formation of π complexes of
C6V symmetry.9 As transition metal arene complexes that are
key intermediates in aromatic C-H bond activation display
multifaceted coordination chemistry,11 transition metal com-
plexes with aromatic compounds have been widely investi-
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gated,10 and the interactions of novel metals (Cu+, Ag+, and
Au+) with Bz have been reported.12

Recently, the interest in gas-phase reactions for metal
dications has grown13-15 due to advances in experimental
techniques such as electrospray ionization and electron
impact double ionization, which permit the generation of
dication in the gas phase. Using NMR spectroscopy, Jo-
hansson et al. detected a Pt2+-benzene complex, [(di-
imine)Pt(η2-C6H6)CH3]+, a precursor to arene C-H oxidative
addition.15 Templeton and co-workers gave further structural
characterization for the Pt2+ η2-benzene adduct.16 In this
regard, a further detailed investigation of binding features
of the TMn+-Bz complexes would be of importance.

It is known that the interaction of alkali-metal cations
with Bz is mainly governed by the electrostatic and induction
interactions.1,5,17 In the interactions of olefinic, aromatic, and
heteroaromatic π systems with alkali metal ions5 and also
in the (C2H4-TM)+ complexes,18,19 the electrostatic interac-
tion also plays an important role. However, molecular
dications formed by attachment of a TM2+ dication to a
neutral base often show significant bonding features. Thus,
it is important to understand the role of ionic/covalent
bonding in the formation of a TM2+-π cluster.

In this study, we investigate the bindings of Pd2+, Pt2+,
and Hg2+ with Bz using ab initio theory and density
functional theory, and we also report the bindings of Na+,
Cu+, Ag+, and Au+ with Bz for comparison. It is vital to
understand these interactions for the design and development
of the receptors and sensors for the heavy transition metal
recognition as well as the hazardous biological problems of
the heavy transition metal intercalation between DNA stacks,
which have been hot topics in molecular/biomolecular
recognition study of heavy metals.

The formation of TMn+-Bz complexes is often associated
with charge transfer from TMn+ to Bz. The charge transfer
affects the binding feature and structural distortion of π
moieties. Both geometrical and electronical (i.e., charge-
transfer/polarization) changes due to the complexation of
TMn+ with Bz result in significant changes in IR spectra.
Thus, to facilitate the experiments for the structural informa-
tion of TMn+-π complexes, we also compare the differences
in IR spectra between different transition metal complexes.

II. Methods

Many possible structures of TMn+-Bz complexes were
optimized using DFT calculations [Becke three parameters
with the Lee-Yang-Parr functional (B3LYP) and the
Perdew, Burker, and Ernzerhof functional (PBE)] and ab
initio calculations [Möller Plesset second-order perturbation
theory (MP2), and quadratic CI method including single and
double substitutions (QCISD)].20 The basis set for benzene
was used with the aug-cc-pVDZ (aVDZ) basis set. The
pseudopotentials of transition metals (Cu, Ag, Au, Pd, Pt,
and Hg) were used with the Stuttgart RSC 1997 effective
core potential (ECP).21 For Au, Pd, Pt, and Hg, the relativistic
effective core potentials (RECP) developed by the Stuttgart
group were used in conjunction with the basis set to describe
the metal valence electrons. For Na, the cc-pCVDZ basis
set was used, and a single f function was added for Cu, Ag,

and Au.22 The binding energies were further calculated using
the coupled cluster theory with single, double, and pertur-
bative triple excitations (CCSD(T)) employing the aVDZ
basis set and the MP2 theory using the aug-cc-pVTZ (aVTZ)
basis set (for benzene) on the MP2/aVDZ optimized geom-
etries. In this aVTZ case, the cc-pCVTZ basis set was used
for Na, and a set of two f and one g polarization functions
were added for transition metals (Cu, Ag, Au, Pd, Pt, and
Hg), as suggested by Martin and Sundermann.23 The basis
set superposition error (BSSE) correction was taken into
account. The complete basis set (CBS) limit values for the
MP2 binding energies were evaluated on the basis of the
extrapolation method to exploit that the electron correlation
error is proportional to N-3 for the aug-cc-pVNZ basis set.24

Given that the difference in binding energy between MP2
and CCSD(T) for the same basis set does not change
significantly with increasing basis set size, the CCSD(T)/
CBS binding energies were evaluated from the MP2/CBS
ones by applying the difference between CCSD(T) and MP2
binding energies for the aug-cc-pVDZ basis set.24b QCISD
calculations were carried out using the 6-31G** basis set,
with the relativistic effective core potentials (RECP) and the
corresponding basis set for transition metals. All calculations
in this work were carried out using a suite of Gaussian 03
programs.25 Molecular orbital analysis was done on the basis
of the MP2 calculations by using the POSMOL package.26

III. Results

A. TM Cations and Benzene. Novel metals (Cu+, Ag+,
and Au+) as well as alkali metal Na+ have singlet ground
states, and their complexes also have singlet ground states.
Pd2+ and Pt2+ have triplet ground states of the d8 type with
electronic configurations of 4d8 and 4f145d8, respectively. The
Pd2+-Bz and Pt2+-Bz complexes may exist in either the
triplet or singlet state. Hg2+ is of the d10 type with an
electronic configuration of 4f145d10; thus, the Hg2+ complexes
are mainly closed shell systems with the singlet ground state.
The “5d” atomic orbitals (AOs) of Hg2+ are fully occupied,
so that the interactions of Hg2+ with π ligands would be
quite different from those of Pd2+ and Pt2+.

For the ionization potentials (IP) of neutral metals, the
B3LYP/aVDZ and PBE/aVDZ values are slightly over-
estimated, while QCISD/aVTZ values are slightly under-
estimated. The MP2/aVTZ and CCSD(T)/aVTZ values are
in good agreement with the experimental values (except
for the case of Hg),27 as listed in Table 1. However, as
for the electron affinity (EA), the B3LYP/aVDZ and PBE/
aVDZ values are in reasonable agreement with the
experimental values,27 the MP2/aVTZ values are slightly
underestimated, and the CCSD(T)/aVTZ values are very
close to the experimental values except for the case of
Hg. Because of the relativistic effects, the energy of 6s is
lowered, and the energy splitting between “5d” and “6s”
AOs of Au is much smaller than that between “4d” and
“5s” AOs of Ag. As a result, the IP value of Au is much
larger than those of Cu and Ag. Similarly, the large IP of
Pt or Hg is also attributed to the relativistic effect. Despite
that the CCSD(T)/aVTZ well reproduces the experimental
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IP and EA of various metals in a very consistent manner,
it gives significant deviation in the IP and EA only for
Hg possibly due to the basis set insufficiency. Neverthe-
less, the structure and binding energy for the
Hg2+-benzene complex would still be reliable because
the binding energy reflects the cancellation effect of errors
and the basis set would not be insufficient for Hg2+, which
has two electrons less than Hg (even though it is
insufficient for Hg). The s-d energy splitting of Hg is
particularly large due to the insignificant spin-orbital
coupling because Hg has full 5d and 6s valence shells. In
the case of Pd2+/Pt2+, an electron from a singly occupied
“d” AO can be promoted to an unoccupied “s” AO, which
makes it possible a πrd donation for Pd2+/Pt2+-π
complexes.

B. TMn+-Benzene Complexes: Conformation. We have
investigated several different conformations for the binding
of TMn+ with Bz using B3LYP/aVDZ and MP2/aVDZ
calculations. The conformations for these complexes can be
classified into five different binding types [πcen(η6), πoff(η4),
πoff(η2), πC(η3), and σC(η1)], as shown in Figure 1. In the
case of πcen, the TM is above the ring centroid, interacting
with six carbon atoms, η6. For πoff, the TM is above the
center of a carbon bond (η2) or above two carbon bonds (η4).
In the case of πC, the TM is above three carbon atoms of Bz
(η3). For σ, the TM is above one carbon atom of Bz (η1).
The binding of Na+ with Bz is also reported for comparison.
For convenience’s sake, we put Na in TM in terms of
notation. For the binding of TMn+ to Bz, the Na+ cation
favors the πcen conformation. The Cu+ cation can change
the position above the whole Bz plane, as can be noted from
very small differences between different conformations, and,
accordingly, the lowest energy conformation depends on the
calculation level of theory. At the MP2/aVDZ level, the πcen

structure is slightly more favored. For the Ag+ cation,
B3LYP/aVDZ, PBE/aVDZ, and QCISD/6-31G** favor the
πoff and πC structures, but MP2/aVDZ favors the πcen

structure. The Au+ cation favors the πoff structure. The Pd2+

and Pt2+ cations favor the πoff conformation for the singlet
state and the πcen conformation for the triplet state.

The structures of the TMn+-Bz complexes at the MP2/
aVDZ level are given in Figure 2. Upon the complexation
(πcen) of the benzene with Na+, Cu+, and Ag+, the C-C
bond lengths are slightly increased (by 0.005, 0.017, and
0.012 Å, respectively). In the πoff(η2) complexes of Au+,
one C-C bond length increases up to 1.461 Å, while in the
πoff(η4) complexes of Pd2+ and Pt2+, four C-C bond lengths
increase up to 1.466-1.467 and 1.473-1.480 Å, respec-
tively. For the Hg2+ complex, the πC(η3) is slightly more
favored than πoff(η4). The πoff and πC conformers have some
of the covalent characters (i.e., σ conformers), which are
similar to the protonated Bz complex.28

The binding energies of TMn+-Bz complexes are in Table
2. The Na+-Bz system has been investigated intensively at
various theoretical levels.29 The most stable structure of
Na+-Bz is of C6V symmetry, the B3LYP/aVDZ binding
energy is 20.4 kcal/mol, and the MP2/CBS value is 21.7 kcal/
mol. The CCSD(T)/CBS value (22.1 kcal/mol) is in excellent
agreement with the experimental value (22.1 kcal/mol).30 For
the Cu+-Bz complex, the B3LYP/aVDZ and PBE/aVDZ
binding energies of πcen, πoff, and πC structures are nearly
same, whereas at the MP2/aVDZ and QCISD/6-31G* levels
only the πcen structure is stable. For the Ag+-Bz complex,
the B3LYP/aVDZ, PBE/aVDZ, and QCISD(T)/6-31G*
binding energies of the πoff and πC structures are greater than
that of πcen structure, whereas at the MP2/aVDZ, MP2/CBS,
and CCSD(T)/CBS levels only the πcen structure is stable.
For the Au+-Bz complex, the πC and πoff structures are
similar in energy, which are much more stable than the πcen

structure. Although the B3LYP/aVDZ, MP2/aVDZ, and
CCSD(T)/aVDZ binding energies are underestimated, the
PBE/aVDZ and MP2/CBS binding energies are overesti-
mated, and the MP2/aVTZ and CCSD(T)/CBS binding
energies are in good agreement with the experimental values.
The QCISD/6-31G** binding energy of Na+-Bz agrees well
with the experimental values, while the QCISD/6-31G**

Table 1. Ionization Potential (IP) and Electron Affinities (EA) for TM ) Na, Cu, Ag, Au, Pd, Pt, and Hg (in eV at the B3LYP/
aVDZ, MP2/aVTZ, and CCSD(T)/aVTZ Levels)a

IP EA d-s gapb

conf. B3LYP PBE MP2 CCSD(T) QCISD expt. B3LYP PBE MP2 CCSD(T) QCISD expt. MP2

Na 2p103s1 5.40 5.33 5.07 5.08 4.95 5.14 0.59 0.56 0.21 0.44 0.53 0.55
Cu 3d10 4s1 8.03 8.15 7.59 7.38 7.49 7.73 1.00 1.02 0.81 0.86 1.05 1.24 1.56
Ag 4d10 5s1 7.97 8.05 7.47 7.41 7.33 7.57 1.38 1.39 1.00 1.18 1.09 1.30 3.55
Au 5d10 6s1 9.33 9.42 9.13 8.93 8.83 9.23 2.21 2.28 2.18 2.07 1.93 2.31 1.89
Pd 4d10 8.70 8.80 8.62 8.14 8.03 8.34 0.77 0.92 0.24 0.39 0.32 0.56 2.51
Pt 5d9 6s1 9.25 9.36 9.08 8.80 8.74 9.00 1.39 1.98 1.25 1.91 0.89 2.13 1.01
Hgc 5d10 6s2 9.70 9.23 9.63 9.49 9.37 10.44 -0.22 -0.20 -0.46 -0.84 -0.45 0 5.17c

a The experimental IP and EA values are from ref 27. b Energy gap between (n - 1)d and ns orbitals. c Inert-pair effect of 6s2.

Figure 1. Binding sites of TMn+ for Bz.
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calculations apparently underestimate those of Cu+-Bz and
Au+-Bz. Pt2+ has the singlet ground state due to its bonding
feature. However, for Pd2+-Bz, the triplet state of the πcen

structure is more stable at the B3LYP, PBE, and QCISD
levels, while the singlet state of the πoff structure is more
stable at the MP2/aVDZ, MP2/aVTZ, MP2/CBS, CCSD(T)/
aVDZ, and CCSD(T)/CBS levels. Thus, at the present level
of theory, the πoff structure is more likely, but for clear
conclusion, this structure needs to be further investigated at
much higher levels of theory in the future.

The vibrational frequencies of Bz were calculated using
B3LYP/aVDZ, MP2/aVDZ, and QCISD/6-31G** (Table 3
and Figure 3). At the MP2/aVDZ level, the strong peaks at
678, 1052, 1469, and 3229 cm-1 are assigned as an out-of-
plane H bending mode, an in-plane H bending mode, a ring
distortion mode, and a CH stretching mode, respectively,
which correspond to the strong experimental bands observed
at 673, 1038, 1469, and 3210 cm-1 by Jaeger et al.33

C. Binding Characteristics of the TMn+ Cation with
Benzene. As compared to the nonpolarizable cation Na+,
the binding energy of Cu+, Ag+, or Au+ with Bz is relatively
large. However, the formation of TMn+-Bz complexes often
shows significant bonding characteristics associated with the
charge transfer from TMn+ to Bz. The atomic charges were
calculated using MP2/aVTZ calculations based on the natural
bond orbital (NBO) population analysis (Table 4).

C1. Binding of Na+, Cu+, and Ag+ to Benzene. Cu+ and
Ag+ have the electron configuration of d10, and so the TMrπ
donation in these complexes would not be significant. The
experimental IP values of Cu and Ag are 7.73 and 7.57 eV,27

respectively (7.59 and 7.47 eV at the MP2/aVTZ level,
respectively). The experimental IP of Bz is 9.3 eV35 (9.11
eV at the MP2/aVTZ level), and thus the donation from the
π electrons of Bz to the unoccupied s orbital would not be
favorable. Based on the NBO charge population, the charge

transfer from Cu+ or Ag+ to Bz is insignificant (Table 4).
Thus, the binding between Bz and Na+/Cu+/Ag+ is attributed
to the electrostatic and inductive energies, and this binding
decreases with increasing distance between the metal cation
and the Bz centroid.

The binding of Na+, Cu+, or Ag+ with Bz brings about
IR spectral changes of the Bz moiety. Figure 4 shows the
MP2/aVDZ IR spectra of the TMn+-Bz complexes as
compared to the pure benzene. As we discussed earlier, for
the pure Bz, a CH out-of-plane bending mode appears at
678 cm-1, a CH in-plane bending mode at 1052 cm-1, a ring
distortion mode at 1469 cm-1, and a CH stretching mode at
3229 cm-1. For the Na+-Bz complex, two low frequencies
at 726 and 886 cm-1 are out-of-plane bending modes, which
are blue-shifted. The symmetric ring breathing mode appears
at 996 cm-1, the in-plane H bending mode at 1046 cm-1,
and the ring distorting mode at 1452 cm-1. The IR spectra
of Cu+-Bz and Ag+-Bz complexes are similar to those of
the Na+-Bz complex, while the significant difference is that
the C-H stretching mode is IR inactive for the Na+-Bz
complex, which is due partly to the polarization of C-H
bond reduced by the interaction between Na+ and benzene.

C2. Binding of Au+, Pd2+, Pt2+, and Hg2+ to Benzene.
Because the effective ionic radii for octa-coordinated Li+,
Na+, and K+ are 0.92, 1.16, and 1.51 Å,36 respectively, the
electrostatic interaction contribution in the Bz complexes with
an alkali metal cation decreases as the distance between the
metal cation and the Bz centroid increases. However, such
a trend is not observed for the Bz complexes with Cu+, Ag+,
and Au+. The effective ionic radii for hexa-coordinated Cu+,
Ag+, and Au+ are 0.77, 1.15, and 1.37 Å. Because of the
strong electron affinity of Au+, the binding of Au+ with Bz
is clearly stronger than those of Cu+ and Ag+. Unlike those
of Na+, Cu+, and Ag+, the charge transfer from Au+ to Bz
is significant (q(Bz) ) 0.21). The NBO analysis shows that

Figure 2. Most stable TMn+-Bz complexes at the MP2/aVDZ level. Bond lengths are in angstroms. The C-C bond length of
the uncomplexed Bz is 1.407 Å.
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the occupation of “6s” AO of Au+ in the πcen conformer is
much smaller than the πoff and πC conformers, indicating
that the TMrπ donation from Bz to the unoccupied “s”
orbital of Au is less favorable in the πcen structure.

For the singlet states of the Pd2+-Bz and Pt2+-Bz
complexes, the B3LYP calculations predict that the πoff and
πC structures are isoenergetic, whereas the MP2 calculations
show that the πoff conformer is particularly more stable. For
the triplet states of Pd2+ and Pt2+, there are two singly
occupied AOs with no empty d orbitals. B3LYP, PBE, and
CISD predict that in the case of Pd2+-Bz complex the triplet
πcen structure is 12 kcal/mol more stable than the singlet πoff

and πC structures. On the other hand, MP2/CBS and
CCSD(T)/CBS calculations show that for both Pd2+-Bz and
Pt2+-Bz complexes the singlet πoff (η4, which is practically
similar in shape to η2) structures are 17-19 and 24-31 kcal/
mol more stable, respectively, than the triplet πcen structures,
which agrees with the observed singlet state of benzene η2

coordinated with Pt2+ complexes.15,16 Thus, MP2 calculations
are likely to be more reliable than B3LYP, PBE, and CISD,
while of course the CCSD(T)/CBS results would be the most
reliable.Nevertheless,formorereliableresults, thesinglet-triplet
separation would require multiconfiguration studies, which
need to be done in the future. At the CCSD(T)/CBS level,
the singlet-triplet splitting is 27.9 kcal/mol for Pd2+ and
25.4 kcal/mol for Pt2+ (or 30.6 kcal/mol for Pd2+ and 30.8
kcal/mol for Pt2+ after weighted averaging over all of the
angular momentum states J:10d Eavg ) ∑J[(2J + 1)/((2S +

1)(2L + 1))]EJ). However, it may be energetically favorable
that an electron promotes from a singly occupied d orbital
to another in Pd2+ or Pt2, which makes it possible a
TMrligand donation from an occupied π orbital or a lone
electron pair to an empty d orbital of Pd2+ or Pt2+ (Figure
5a,b). After Pd2+ and Pt2+ interact with Bz, their single states
are 2.1 and 10.6 kcal/mol more stable than their respective
triplet states, respectively (Table 2).

Molecular dications formed by attachment of a TM2+

dication to Bz show significant charge transfer, as in Table
4. Although the binding of Pd2+, Pt2+, or Hg2+ with Bz is
very strong, the intermolecular mode frequency is very
small (Table 4), which indicates that the large binding
energy of TM2+ attached to Bz is mainly attributed to the
electrostatic interaction, but not covalent bonding. How-
ever, the TMrπ donation makes the binding of Pd2+/
Pt2+ favor the πoff structure (Figure 5a,b). Because the
s-d orbital energy splitting of Hg is very large, the s-d
hybridization is not favorable for Hg2+, and the “5d” AOs
of Hg2+ are almost fully occupied. For the Hg2+-Bz
complex, the occupation of “6s” AO on the Hg atom
indicates the TMrπ donation from a π MO of Bz to an
unoccupied “s” AO of Hg2+ (Figure 5c). As a result, the
TMrπ donation from Bz to the unoccupied “6s” AO of
Hg2+ favors the πC or πoff structure. The NBO analysis
also shows that the occupation of “6s” AO for Hg2+ in
the πcen structure is much smaller than that of the πC or
πoff structure.

The π complexes of Au+, Pd2+, Pt2+, and Hg2+ give a
few split IR peaks for the C-C stretching modes at about
1600 cm-1, and several split IR peaks of the C-H
stretching modes. The degenerate C-C stretching vibra-
tions of the pure Bz are IR inactive at 1624 cm-1, while
they split into two IR active frequencies at 1576 and 1606
cm-1 for the Au+-Bz complex. Because of the delocal-
ization of the π ring, the C-C stretching frequencies are
red-shifted as compared to those of Bz. The degenerate
carbon ring distortion frequencies of Bz also split into
two frequencies, 1446 and 1490 cm-1, for the Au+-Bz
complex. The situation is similar for the π complexes of
Pd2+, Pt2+, and Hg2+. For Pd2+-Bz, the C-C bond is
greatly lengthened. The frequency of the related C-C
stretching is also greatly red-shifted. The IR spectrum of
the Pt2+-Bz complex is similar to that of the Pt2+-Bz
complex. However, the Pt2+-Bz complex gives the C-C
stretching mode frequency (1363 cm-1). Furthermore,
more C-H stretching modes are IR active for Au+-,
Pd2+-, Pt2+-, and Hg2+-Bz complexes, while the
Hg2+-Bz complex gives more red-shift in the C-H
stretching mode frequency, which is probably correlated
to the σ coordination. As shown in Figure 4, the
symmetrical C-H stretching vibrational frequencies are
split for the cases of the Au+, Pd2+, Pt2+, and Hg2+

complexes, and, in particular, the splitting for the Hg2+

complex is very wide.

IV. Conclusion

We have investigated the conformations and interaction
energies of Bz with TMn+ (Na+, Cu+, Ag+, Au+, Pd2+,

Table 3. Calculated Vibrational Frequencies of Benzenea

approx. mode B3LYP MP2 QCISD expt.

CH: out-of-plane bending 4130 4340 3990

CH: out-of-plane bending 679112 746116 685112 673
ring stretching 9740 10660 9760 992
ring breathing 9820 9670 10120

CH; in-plane bending 10246 10105 10574 1038
D-ring: ring distrortion 14486 14115 14915 1486
CC: stretchingb 15840 15600 16470

CH: stretching 309535 310128 321036 3210

a The aVDZ basis set was employed. The experimental values
are from ref 33. Frequencies are in cm-1, and IR intensities in km/
mol are in subscripts. b IR inactive; not observed in the experiment
(ref 34).

Figure 3. IR spectra of benzene [MP2/aVDZ (bottom),
QCISD/6-31G** (middle), experiment (top)]. Experimental
spectra are from ref 34.
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Pt2+, and Hg2+) using B3LYP/aVDZ, PBE/aVDZ, QCISD/
6-31G**, MP2/aVDZ, and MP2/aVTZ calculations and
MP2/CBS and CCSD(T)/CBS approximations. The CCS-
D(T)/CBS results agree with the experimental values, in
particular, in the binding energies and singlet-triple
energy separation. The QCISD/6-31G** binding energies
of Na+-Bz, Cu+-Bz, and Ag+-Bz also agree well with
the experimental values, while the QCISD calculations
apparently underestimate that of Au+-Bz. For TMn+-Bz
(TMn+ ) Pd2+, Pt2+), MP2 calculations show that the
singlet π conformers are more stable than the triplet π
conformers. Although the binding of Cu+/Ag+ with Bz
arises mainly from the electrostatic and induction interac-
tions, the binding of Au+, Pd2+, Pt2+, or Hg2+ with Bz
involves significant charge transfer, and the electrostatic
interaction still plays a more important role than the
covalent bonding. Because of the characteristic binding,
the binding sites of the metal cation in the Au+-, Pd2+-,
Pt2+-, and Hg2+-Bz complexes depend on the metal. The
Na+-, Cu+-, and Ag+-Bz complexes prefer the πcen(η6)
structure of C6V symmetry, The Na+ complex prefers the

πcen(η6) structure of C6V symmetry. The Cu+ and Ag+

cations can be over all of the benzene plane, but would
still favor the πcen(η6) structure of C6V symmetry. The
Au+-Bz complex favors the πoff(η2) or πC(η1) structure,
and the Pd2+- and Pt2+-Bz complexes favor the πoff(η4)
structures. The Hg2+-Bz complex favors the σ or πC(η1)
structure.

The TMn+-Βz complexes give characteristic IR peaks.
The MP2/aVDZ calculations show that for the Na+, Cu+,
and Ag+ complexes, the out-of-plane bending frequencies
are blue-shifted with respect to that of the pure Bz at 679
cm-1, and an out-of-plane bending mode and a symmetric
ring breathing mode appear at 800-1000 cm-1. In contrast
to the nonactive C-C stretching mode of the pure Bz and
the Na+, Cu+, and Ag+ complexes due to the C6 symmetry,
the C-C stretching modes in the Au+, Pd2+, Pt2+, and
Hg2+ complexes are IR active due to the nonsymmetric
geometry. This distinction would be useful to identify the
complex symmetry and find the binding site of the metal
on the benzene. The Au+-Bz complex shows two IR
active frequencies at 1576 and 1606 cm-1. For the Pd2+-
and Pt2+-Bz complexes, the C-C bond is lengthened,
resulting in a large red-shift. The Hg2+-Bz complex gives
a large red-shift in the C-H stretching frequency due to
the σ coordination.
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